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The performance of a stereophonic sound reproduction system is considered in terms of its wavefront reconstruction capabilities. A new theory of image localization is proposed and used to develop a more general stereophonic sirc law which is valid at higher frequencies. The phenomenon of central image disappearance is considered, and the resulting analysis is shown to conform with subjective experience. A criterion is established for the frequency above which a stereophonic system can no longer provide high-fidelity reproduction. Practical results are provided to substantiate the proposed theories.

0 INTRODUCTION

An ideal sound reproduction system is one that is capable of reconstructing the wavefronts from a particular sound scene in an exact form over a region of space occupied by a listener. The recording and replay processes involved must be holographic in nature so that they are capable of adequately sampling and regenerating the wide temporal and spatial bandwidths encountered in practice. The two-loudspeaker stereophonic system approximates these requirements and provides what is generally considered as an acceptable and economical form of reproduction system. However, the use of only two spatially separated loudspeakers necessarily imposes restrictions on the ability of stereophony to reconstruct the correct acoustic wavefronts. As will be seen later, a typical system can provide only one centrally located listener with correctly reproduced sound information up to a frequency of around 1100 Hz. It is therefore hardly surprising that even a sophisticated two-loudspeaker modern system still cannot offer the true experience of the original sound scene. During recent decades much thought has been given to the spatial aspects of sound reproduction [1]–[12], and considerable progress has been made in optimizing the performance of recording and replay equipment over the complete audio range. However, comparatively few efforts have been made to address the problem of the wavefront reconstruction process which is so vital to the human experience. This contribution is intended to provide a new approach to the assessment of stereophonic sound system performance and suggests principles that could be employed in the consideration of more general multichannel configurations.

1 STEREOPHONIC REPRODUCTION AS A WAVEFRONT RECONSTRUCTION PROCESS

The ear–brain combination bases its assessment of a sound scene on the information available from a spatially limited sample of the complex wavefront propagating toward the head. One of the primary functions of a sound reproduction system is to re-create such wavefronts so that they provide directional cues to the listener and enable the listener to specify the angular location of the source. The nature of the wavefront corresponding to a real (or virtual) source is therefore of interest. Fig. 1 shows the geometry involved for a source located in a direction α at distance R₀ from a listener. Here, for x << R₀,

\[ r = R₀ + \frac{x^2}{2R₀} + x \sin α \] (1)

and as \( R₀ \to \infty \), \( r = R₀ + x \sin α \). The wavefront \( f(x) \) along the \( x \) axis becomes a plane wave and can be described as

\[ f(x) = \hat{A} \exp [j k x \sin α] \] (2)

where \( \hat{A} \) is a complex constant incorporating the effective amplitude and absolute phase of the wavefront.
k = 2π/λ is the propagation constant, and λ is the wavelength measured along the direction of propagation.

In assessing the performance of a reproduction system it is constructive to decompose the complex wavefront \( H(x) \) at the head into a set of plane wave components so that

\[
H(x) = \sum_{i=1}^{N} \tilde{A}_i \exp[jkx \sin \alpha_i].
\]  

(3)

Each component can then be interpreted as a source of amplitude and phase \( \tilde{A}_i \), located at \( \alpha_i \), and so provide details of the composite source distribution apparent to the listener at the frequency of interest. Such a technique provides a more rigorous interpretation of the situation than earlier approaches, which only take account of the phase difference at the ears [1], [4], [6], [10], [12].

2 IMAGE LOCALIZATION

For a two-channel stereophonic system it is usually required that only one virtual source be created for each real source present in the original sound scene. If the prime function of the car and brain is to assign a specific location to such a source, then a procedure is required to extract the predominant plane wave component from \( H(x) \). Consider now the wavefront \( H(x) \) produced by a stereophonic system. From the geometry of Fig. 2, for left and right loudspeaker amplitudes \( L \) and \( R \), respectively, the acoustic distribution along \( x \) is given by

\[
H'(x) = L \exp[jkr_1] + R \exp[jkr_2]
\]  

(4)

where radial amplitude reductions in the divergent wavefronts and loudspeaker polar diagram variations are assumed small over the region occupied by the head. From Eq. (1),

\[
H'(x) = \exp\left[jk\left(R_0 + \frac{x^2}{2R_0}\right)\right][L \exp[jkx \sin \theta_0]
\]

\[+ R \exp[-jkx \sin \theta_0]] .
\]  

(5)

The common multiplicative phase term can be ignored because it carries no significant directional information, and so

\[
H(x) = L \exp[jkx \sin \theta_0] + R \exp
\]

\[\times [-jkx \sin \theta_0]
\]

\[= 2L \cos(kx \sin \theta_0)
\]

\[+ [R - L] \exp[-jkx \sin \theta_0] .
\]  

(6)

The phase \( \varphi(x) \) of \( H(x) \) is of interest because it is this which determines the apparent direction of the virtual image:

\[
\varphi(x) = \arctan\left((L - R)\sin(kx \sin \theta_0)\right)^T
\]

\[\times 2L \cos(kx \sin \theta_0)
\]

\[+ (R - L) \cos(kx \sin \theta_0)^{-1} .
\]  

(7)

For low frequencies \( x_m < \lambda \), where \( 2x_m \) is the width of the head, and therefore Eq. (7) can be simplified to

\[
\varphi(x) = \frac{L - R}{L + R} \frac{kx \sin \theta_0} .
\]  

(8)

Now if \( \alpha \) is the apparent direction of the virtual image, then from Eq. (2) the expected rate of change of phase with \( x \), \( d\varphi/dx \), is

\[
\frac{d\varphi}{dx} = k \sin \alpha
\]  

(9)

and from Eq. (8) the rate of change of phase produced by the stereo pair is

\[
\frac{d\varphi}{dx} = \frac{L - R}{L + R} k \sin \theta_0 .
\]  

(10)

Equating Eqs. (9) and (10),

\[
\sin \alpha = \frac{L - R}{L + R} \sin \theta_0
\]  

(11)
which is the well-known stereophonic law of sines [5], [13].

Eq. (11) provides a useful means for predicting the virtual image direction, although other schemes can be used to determine the dominant plane wave component. For example, the linear variation of the phase component of \( f(x) \) suggests the use of a least-squares approach to obtain the best-fit phase slope for a particular wavefront.

A further technique, which leads toward a more precise localization formula, can be developed by using the geometry of Fig. 3. Here the acoustic field distribution is considered over a circular path of radius \( \alpha \), which is just large enough to encompass the head. This distribution, \( H(\theta) \), due to the two loudspeakers located at \( \theta = \pm \theta_0 \), is compared with a second wavefront \( I(\theta) \), which would be produced by a distant virtual source located at angle \( \alpha \). The ability of \( I(\theta) \) to match \( H(\theta) \) is achieved by varying \( \alpha \) to minimize the difference between the two wavefronts over the region \(-\pi/2 \leq \alpha \leq \pi/2\), that is, over the forward hemisphere of the head in the direction of the virtual source.

In this analysis the low-frequency case is considered, and once again \( 1/r \) space attenuation changes and loudspeaker polar diagram variations are assumed small over the region occupied by the head. Excluding constant phase terms, the left loudspeaker creates a wavefront over the circular path which is given by

\[
L(\theta) = L \exp \left[ j(2\pi a/\lambda) \cos(\theta - \theta_0) \right] \\
= L[1 + jT(\cos \theta \cos \theta_0 + \sin \theta \sin \theta_0)] \\
+ \sin \theta \sin \theta_0] \tag{12}
\]

where \( T = 2\pi a/\lambda \) and it has been assumed that \( a << \lambda \). Similarly for the right loudspeaker,

\[
R(\theta) = R[1 + jT(\cos \theta \cos \theta_0 - \sin \theta \sin \theta_0)] \tag{13}
\]

and the combined wavefront \( H(\theta) \) is

\[
H(\theta) = L(\theta) + R(\theta) \\
= L + R + jT[\cos \theta \cos \theta_0 - \sin \theta \sin \theta_0] \\
+ (R - L) \sin \theta \sin \theta_0] \tag{14}
\]

The virtual source wavefront \( I(\theta) \) is

\[
I(\theta) = A[1 + jT(\cos \theta \cos \alpha + \sin \theta \sin \alpha)] \tag{15}
\]

Since, for the above condition of \( a << \lambda \), the imaginary part of \( H(\theta) \) is small compared with \( L + R \), then it is reasonable to set \( A = L + R \) so that \( I(\theta) \) and \( H(\theta) \) have substantially the same magnitude.

The difference between the two wavefronts as \( \alpha \) is varied can now be expressed as

\[
D(\alpha) = \int_{\alpha = -\pi/2}^{\alpha = \pi/2} |H(\theta) - I(\theta)| \, d\theta \\
= T \int_{\alpha = -\pi/2}^{\alpha = \pi/2} [(L + R) \cos \theta \cos \theta_0 \\
- (R - L) \sin \theta \sin \theta_0 \\
- (L + R)(\cos \theta \cos \alpha + \sin \theta \sin \alpha)] \, d\theta \\
= 2T[(L + R) \cos \alpha \cos \theta_0 \\
+ (L - R) \sin \alpha \sin \theta_0 \\
- (L + R)] \tag{16}
\]

Minimum difference occurs when the first derivative of \( D(\alpha) \) with respect to \( \alpha \) is set to zero, and this leads to the condition

\[
\tan \alpha = \frac{L - R}{L + R} \tan \theta_0 \tag{17}
\]

Interestingly, this formula is identical to one previously developed by assuming that the brain is sensitive to interaural time difference and its variation with head movement [14].

Eq. (17) is valid for frequencies up to about 500 Hz, beyond which higher order terms in the approximation to Eq. (12) must be taken into account.

The above technique has also been implemented in software and no assumptions were made in the generation of \( H(\theta) \). In this case the rms difference between \( H(\theta) \) and \( I(\theta) \) was minimized for \(-\pi/2 \leq \alpha \leq \pi/2\), and the results showed very good agreement with Eq. (1) for frequencies up to 500 Hz.

Such schemes are of interest because they enable frequency and head size to be incorporated as variable parameters. Furthermore, the minimization methods enable the amplitude to be included in the process, thus allowing a more comprehensive approach.

These procedures have been investigated computationally for the geometry of Fig. 2. In each case the polar response of the loudspeaker was assumed to be omnidirectional since this introduces negligible effects when the free-field situation is being considered. Polar patterns can be incorporated if necessary. The software
involved generates the amplitude and phase of \( H(x) \) or \( H(\omega) \) for specified left and right channel amplitudes, frequency, system geometry, and head size. Comparisons have been made between the computer-predicted results, Eq. (17), those obtained from listening tests carried out by Leakey [6], [14], and from the authors' practical results.

Fig. 4 shows the corresponding variations of virtual image position with interchannel intensity difference for the low-frequency case (250–500 Hz). Tests were carried out in an anechoic chamber with a reverberation time of less than 0.25 s for frequencies down to 125 Hz. The signal used for all subjective tests was one-third-octave pink noise produced by a random noise signal generator in conjunction with a bandpass filter set (Bruel & Kjaer types 1402 and 1611). Each loudspeaker cabinet housed a single type 8P unit produced by Goodmans Loudspeakers Ltd., and 12 listeners participated in the investigations. It can be seen that in each case the stereophonic law of sines and the phase-only results are similar, but each underestimates the virtual image displacement for a given intensity difference. However, when the minimization approaches are used, the procedure allows a more complete characterization, and a very good correspondence exists between predicted and experimental results.

3 CENTRAL IMAGE DISAPPEARANCE

It is useful to consider further the possibility of decomposing the sound field into its separate spatial components for the case of equally driven loudspeakers. From Eq. (6), when \( L = R = 1 \),

\[
H(x) = 2 \cos (kx \sin \theta_0)
\]  
(18)

for \(-x_m \leq x \leq x_m\). For the case of \( x_m << \lambda \) (low frequencies), \( H(x) \) is approximately constant and the head is immersed in a high-quality plane wave apparently emanating from a distant source at \( \alpha = 0 \). As the frequency is increased, \( H(x) \) acquires an amplitude taper and the effective source distribution required to constitute \( H(x) \) becomes more diverse. In order to deduce the spatial frequencies composing \( H(x) \) it is now defined that \( H(x) \) forms one period of a repetitive function \( H(x) \cdot III(x/2x_m) \), where \( * \) denotes convolution and \( III(x/2x_m) \) is a comb function with period \( 2x_m \) [15]. Under such circumstances the head will still sense \( H(x) \) alone because of the band-limited nature of the process, that is, the head will act as a finite collecting aperture defined by \( \text{rect}(x/2x_m) \), and the wavefront experienced will be

\[
H_e(x) = [H(x) \cdot III(x/2x_m)] \cdot \text{rect}(x/2x_m) = H(x) \cdot \text{rect}(x/2x_m)
\]  
(19)

The following series expansion can be exploited for noninteger values of \( Q \):

\[
\cos \frac{Qx\pi}{x_m} = \frac{2Q}{\pi} \sin Q\pi \left\{ \frac{1}{2Q^2} \right. \\
+ \sum_{n=1}^{\infty} (-1)^{n-1} \cos \left( \frac{n\pi x_m}{x_m} \right) \left( \frac{n^2}{n^2 - Q^2} \right) \right.
\]  
(20)

where \( Q = (2x_m \sin \theta_0)/\lambda \) and \(-x_m \leq x \leq x_m\). (Integer values of \( Q \) lead to simple solutions.)

A typical harmonic component of Eq. (20) has the spatial variation

\[
g(x) = 2B \cos \left( \frac{n\pi x_m}{x_m} \right) \\
= B \exp[jn\pi x_m/\lambda] + B \exp[-jn\pi x_m/\lambda]
\]  
(21)

which can be interpreted as a pair of plane wave components with phase slopes of \( \pm n\pi/x_m \). Using Eq. (9), the directions of the corresponding virtual sources are found to be

\[
\sin \alpha = \pm \frac{n\lambda}{2x_m}.
\]  
(22)

Both the virtual source amplitude and its direction are frequency dependent, and Fig. 5 shows the migration of the sources which occurs in the region \( \alpha = \pm 90^\circ \) for a head diameter of 140 mm and \( \theta_0 = 30^\circ \). Several interesting effects are seen here. As the frequency increases, there is a reduction in the central image and side sources appear at \( \pm 90^\circ \). These side sources correspond to the case of listening to side-located loudspeakers or headphones and would be expected to generate in-the-head images because there is no forward (\( \alpha < 90^\circ \)) component of the wavefront incident on the ear. At a particular frequency, as shown in Fig. 5g), a complete period of the interference pattern exists across the head. Under this condition the central image disappears, and a source appears located at each loudspeaker. A further increase in the frequency causes further source movement, and finally all components cluster around the location of the loudspeakers.
In order to confirm these predictions, tests have been carried out using subjects with differing head widths located at different values of \( \delta_0 \) relative to a pair of identical in-phase equal-amplitude loudspeakers. Listeners were asked to identify the frequency at which disappearance of the central image occurred, and the results obtained for a set of listeners with almost the same head width of 140 mm are shown in Fig. 6. A very good correspondence is seen between theory and experiment, and it is also significant that in arriving at their decisions, subjects were confused by the appearance of in- and over-the-head virtual images. Once again, one-third-octave pink noise was used for the tests, and it is interesting to note that listeners sometimes considered that the side images possessed higher frequency components than the central image—as the theory would suggest.

4 DETERMINATION OF UPPER FREQUENCY LIMIT

The ability of a stereophonic system to produce an on-axis \( (\alpha = 0) \) plane wave gives some indication of the upper frequency limit at which its performance becomes unacceptable. The case of \( \alpha = 0 \) is chosen because this is found to be the most severe test for the system; as virtual images are moved away from the stage center, it becomes increasingly easy to re-create the required wavefront until in the limit the virtual source becomes a real source when only one loudspeaker is radiating.

A measure of the acceptability of the plane wave is the rms level of the residual information in the wavefront, which cannot be assigned to the on-axis component, and this corresponds to unwanted sources at other directions in space. Fig. 7 shows typical results obtained by computation of the residual information present in \( H(x) \) from Eq. (4), with spreading loss included, and clearly indicates the degradation of the on-axis component with increasing frequency. Here the wavefront is assessed only over the 140-mm region occupied by the head of a centrally located listener; inferior results would be expected at other positions in space. It is clear from the figure that improved frequency response can be obtained at the expense of stage width, which is to be expected from consideration of the spatial sampling criterion.

The unacceptable rms level can be considered as the one that corresponds to the appearance of additional sound sources which modify the sound scene beyond

---

**Fig. 6.** Disappearance of central image. \( W = 2.3 \text{ m} \).

**Fig. 7.** Residual content of plane wave.
that of a single central image. Practical investigations have been carried out to determine the upper frequency limit of a stereophonic sound-reproducing system on the basis of the above criterion. For the geometry of Fig. 2 a third identical loudspeaker was introduced at stage center to provide a real source for comparison with the phantom image produced by the stereo pair of loudspeakers. The loudness levels of the phantom and real sources were equalized and compared for several values of $\delta_0$. It was found that the upper frequencies at which degradation of the phantom image first became perceptible were about 850 Hz ($\delta_0 = 45^\circ$), 1100 Hz ($\delta_0 = 30^\circ$), and 1700 Hz ($\delta_0 = 20^\circ$). Using these results with Eq. (20) or Fig. 7, the corresponding rms value of the unwanted residual information can be obtained and used to specify a $-20$-dB level for minimum acceptable quality. Previous work [16] refers to a figure of $L/R = -19$ dB as that required to shift the image just away from one loudspeaker. It is worth noting that this level, which corresponds to a minimum perceptible change in the effective source distribution, agrees well with the value specified above.

5 A MORE GENERAL APPROACH TO THE STEREOPHONIC SINE LAW

In deriving the low-frequency stereophonic law of sines, Eq. (11), certain assumptions were made which become invalid at higher frequencies. However, the Fourier analysis given earlier can be further exploited to develop a higher frequency version of Eq. (11) by expanding the cosine term of Eq. (6). From the theory relating to Fig. 5 it is found that for frequencies up to around 3 kHz the term can be decomposed into a constant and a first harmonic. These correspond to a central on-axis image and two other single, equal-amplitude sources at wide angles. Considering these latter as headphone or side-loudspeaker sources, it can be assumed that they will only give rise to a central in-the-head effect and not contribute to forward directional information. The factor remaining is a constant term similar to that of the low-frequency case, but of reduced amplitude. This, combined with the linear phase term of Eq. (6), will give the required directional information. Because of the reduced "central source" amplitude, it will be anticipated that at high frequencies a greater image shift will occur for a given $L/R$ ratio. The phase $\varphi(x)$ now becomes

$$\varphi(x) = \arctan \left[ (L - R) \sin (kx \sin \delta_0) \right]$$

$$\times \left[ 2L(\sin Q\pi/Q\pi) \right]$$

$$+ (R - L) \cos (kx \sin \delta_0) \right]^{-1}. \quad (23)$$

Eq. (23) holds for $R \geq L$. To deal with cases where $L \geq R$, the terms $R$ and $L$ must be interchanged. Making the assumption that the same approximations can be made here as at low frequencies,

$$\sin \alpha = \frac{L - R}{2L(\sin Q\pi/Q\pi)} + R - L \sin \delta_0. \quad (24)$$

Eq. (24) is a more general version of the stereophonic sine law and is seen to reduce to Eq. (11) as the frequency tends to zero. However, as the frequency increases, the approximations used cause Eq. (24) to become less accurate. Therefore in order to extend the usable range of this new analysis, the best-fit slope is deduced from Eq. (23) by least squares and used to deduce the virtual source distribution.

Comparisons have been made between the computer-predicted results and those obtained from listening tests. The frequency chosen was 2500 Hz, and the comparisons are shown in Fig. 8 together with Leaky's high-frequency results. Good agreement exists between theory and experiment in each case. Computer predictions for two typical head widths and the band limits of frequency presented to the listeners are provided to demonstrate the significance of these parameters.

The more general approach implicit in Eq. (23) can be used to investigate the relationship between low- and high-frequency values of $\sin \alpha$, which has been reported previously in practical tests [5]. As Eqs. (23) and (24) show, the relative image shift obtained is dependent on interchannel intensity difference as well as frequency. Taking the case of $L = 3R$, the predictions of image position versus frequency are shown in Fig. 9. As might be expected, it is clear that the effect is gradual rather than possessing a specific high-to-low-frequency ratio.

6 CONCLUSIONS

In conclusion it has been shown that a more complete appreciation of sound system performance can be obtained by considering the characteristics of the acoustic wavefront incident on a listener. The size of the head plays an important role in the determination of the apparent sound scene, and the brain bases its assessment on the information contained in a section of wavefront which is some 140 mm in extent. It is this spatially band-limited interpretation that permits the use of a

![Fig. 8. Variation of virtual image position at high frequencies.](image)
two-loudspeaker (stereophonic) reproduction system. At low frequencies such a system is capable of generating a substantially plane wave in the region of the listener, with a tilt or phase slope determined by the interchannel intensity difference. Such a wavefront is characteristic of a single, distant source emanating from an angular location within the sound stage bounded by the loudspeakers. This feature allows the linearity of the system to be exploited so that many spatially distributed sources can be reconstructed from two channels of information. In this contribution the wavefront approach has been used to redevelop the stereophonic law of sines and to introduce numerical techniques which have permitted a more accurate prediction of the low-frequency listening experience.

At higher frequencies the stereophonic system can no longer maintain its low-frequency performance, and it has been shown that for the case of equal loudspeaker amplitudes, reduction of the central image amplitude occurs. A theory has been developed to explain this degradation in terms of a migratory effective source distribution, and practical results are presented to substantiate the predictions.1

A more general version of the stereophonic law of sines has been developed and used successfully to predict high-frequency image positions and quantify the relationship known to exist between low- and high-frequency image displacements.

Future work will be directed toward further refinement of the above techniques. Additional areas to be examined include the effects of phase shift between channels, a theory for image broadening, the influence of room acoustics, and explanations for effects experienced by an off-center listener. Results from the wavefront reconstruction approach will be compared with previously reported work [12], [16]–[18]. Attention will also be paid to methods of improving the performance of present systems in light of these investigations in order to complement other contributions and developments already made in this area [8], [9], [19]–[21].

Fig. 9. Frequency dependence of image position.

1 Throughout this work the velocity of sound has been assumed to be 343 m/s, but it is recognized that in practice variations can occur and could account for some of the discrepancies observed.
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