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The ability of human listeners to identify broadband noises differing in spectral structure was
studied for multiple sound-source locations in the median sagittal plane. The purpose of the study
was to understand how sound identification is affected by spectral variations caused by directionally
dependent head-related transfer functions. It was found that listeners could accurately identify
noises with different spectral peaks and valleys when the source location was fixed. Listeners could
also identify noises when the source location was roved in the median sagittal plane when the
relevant spectral features were at low frequency. Listeners failed to identify noises with roved
location when the spectral structure was at high frequency, presumably because the spectral
structure was confused with the spectral variations caused by different locations. Parallel
experiments on sound localization showed that listeners can localize noises that they cannot
identify. The combination of identification and localization experiments leads to the conclusion that
listeners cannot compensate for directionally dependent filtering by their own heads when they try
to identify sounds. ©1999 Acoustical Society of Amerid&0001-496€9)00111-3

PACS numbers: 43.66.Qp, 43.66 WG]

INTRODUCTION itself (Durlach and Colburn, 1978A sound with a spectral
bump at 8000 Hz may not come from above; instead it may
The localization of sources of sound in the median sageome from a source that happens to have considerable power
ittal plane(MSP) presents an unusual problem to a listener.at 8000 Hz. Confusions of this kind were dramatically dem-
The MSP includes the points directly in front, directly be- onstrated by Blauert(1969-70; also see Middlebrooks,
hind, and overhead. Therefore, it is symmetrical with respec1992, who studied the perception afrrow bandsof noise
to the two ears, and binaural differences—usually of parausing loudspeakers that were in front, in back, and overhead.
mount importance for sound localization—are minimal orThe perceived location of sources in the experiment was
absent. Nevertheless, most normally hearing individuals cashown to be unrelated to the actual position of the loud-
successfully localize sounds in this plane. To do so, listenerspeakers. Instead, the perceived location of each noise band
use the fact that the external ears and head serve as an acowss determined by its frequency, whatever the true location
tical filter with a frequency response that depends on thef the source.
direction of the sound source. Such a frequency response can Blauert’'s experiment showed that for narrow-band sig-
be measured with probe microphones in the ear canalsals in the MSP, the confusion between the spectral identity
(Shaw, 1966; Hebrank and Wright, 1974; Wightman and Ki-of a source and the location of the source is essentially com-
stler, 1989a, b The response to a source in front has a pealplete. One can imagine that confusion would extend to
and valley structure that favors 4000 Hz compared to 100®@roadband sounds as well, though the confusion might be
Hz. The response to a source in back has a response with thess complete. Plenge and Brunscli#a71) conjectured that
opposite peak and valley structure. A source overhead leadisteners would localize a broadband sound more success-
to a response curve with a peak near 8000 Hz. It is individuafully if they were familiar with it. With a familiar sound, the
characteristic spectral features like these that are thought fotrinsic spectrum might be regarded as known. Then, addi-
enable listeners to localize in the absence of binaural differtional spectral structure could be interpreted unambiguously
ence cuegButler and Belundiuk, 1997 as a location cue. Plenge and Brunschen used speech frag-
A logical problem with the process of localization on the ments from known and unknown talkers. During a training
basis of spectral features is that different real-world sourcephase, speech from the known talkers was presented from
emit sounds with very different spectra. Spectral structureeach of five loudspeakers in the upper-half MSP. In the test
serves to identify sounds, for example to distinguish betweephase, speech from unknown talkers was sometimes substi-
different vowels A priori, a listener does not know whether tuted. Plenge and Brunschen found that in the test phase,
a particular spectral structure is caused by locationcorrect localization dropped from near 90% for known talk-
dependent filtering or whether it is intrinsic to the sourceers to much less than 50% for unknown talkers, thus support-
ing their conjecture.
aE| o . The present article also studies the relationship between
ectronic mail: rakerd@pilot.msu.edu . P . .
bElectronic mail: hartmann@pa.msu.edu the identification of a sound and the localization of its
®Electronic mail: mccaskel@pilot.msu.edu source. It begins by asking the reverse of Plenge and Brun-
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schen’s question: Is it more difficult to identify a sound if its TABLE I. Center frequencies of 2/3-octave bumps and dips used in experi-

location in the MSP is uncertain? ment 1 are given in the first column. A neighboring pair of bumps/dips, used
as anA—B pair in experiment 1, is characterized by a pair mean frequency,
given in the second column.

|. EXPERIMENT 1—IDENTIFICATION IN THE MSP

Center frequency Pair mean frequency

Experiment 1 determined whether a listener could dis- (kHz) (kHz)
tinguish between two broadband noises having somewhat 11

different spectra. Differences consisted of boosted or attenu- ' 1.4
ated bands two-thirds of an octave in width. Two conditions 1.8

were compared: dixed-locationcondition, in which all of 23
the sounds came from directly in front of the listener; and a 2.8

roved-locationcondition, in which sounds randomly came 45 35

from different locations in the MSP. ' 5.7
71

A. Environment 8.9
11.2

The listener was seated in an anechoic ro@mC
107840 with interior dimensions 34.3X2.4 m. There were
five matched single-driver loudspeakdidinimus 3.5 ar-
rayed in the MSP. The speakers were 122 cm from the
listener's ears and equally spacetb-deg incremenjsover
the 180-deg span from directly in front to overhead, to di-
rectly behind. In order, they were called “front,” “front—
over,” “over,” “rear—over,” and “rear.”

bumps and six noises with dips were created. Takleol-
umn 1) gives their center frequenciefCenter frequencies
were the same for the bumps and the dips.

The noisesA andB presented on a run were either both
bumps or both dipsA andB were always adjacent pairs from
Table I, with their center frequencies separated by 2/3 of an
octave. For example, nois® might be the 2/3-octave band
B. Procedure centered on 4.5 kHz, and noifethe neighboring band cen-

For each experimental run, there were two noises, calleéfréd on 7.1 kHz. Figure 1 shows how the equalizer was
“ A" and “ B,” with different spectral structure. Each trial of Programed to create that pair of noises. A noise pair is ref-
a run consisted of a single presentation of a noise, efrar erenced in this article by the geometric mean of its bopsted
B selected randomly. The listener’s task was to identify theO" attenuatedbands. The second column in Table | gives
noise asA or B and to indicate the choice by pressing athe mean frequency for eaéh-B pair. In all, there were ten
button on a response box. If the choice was correct, a lamp—B pairs(five with bumps and five with dipsThe order of
blinked on. esting with these pairs was randomized differently for each
A run began with 15 training trials during which the listener.
listener learned to recognize the noises. On these trials, all
stimuli came from the front speaker only. After training, the p. Listeners
run continued with 50 data-collection trials. Data-collection ) o , ,
trials were either fixed location or roved location. For fixed-  Four listeners were tested in this experiment and in the
location trials, the speaker in front was used exclusively; fo2XPeriments that follow. Listener S1 was a male, age 19,
roved-location trials, all five speakers were used with equalith normal audiometric hearing in both ears and more than
probability. Feedback was maintained throughout the data2 Y€ar's experence in psychqacoustlcs exper|me_nts. Listener
collection trials. S2 was a female, age 21, with normal hearing in both ears

Experimental runs were actually consecutive double2Nd NO prior experience. L_|stianers. 53 and SA_'I Werel rnglﬁs,
runs, a fixed-location run followed by a roved-location run@9€S 45 and 59, respectively, with some bilateral high-

done with the same noise pair. The fixed-location run pro-
vided baseline data, as well as thorough training in the rec- L L B AL
ognition of the noises prior to the rove. Each listener did
three double runs for ead—B noise pair. The listener was 10F 7
always aware of whether a run was fixed location or roved
location.

BAND GAIN {dB)
o
T

C. Noise spectra

Stimuli for the experiment were Gaussian noises, 0.5-s -5 _
long (10-ms rise/fall timg presented at a level of 72 dBA. oy —r
The noises were passed through a computer-controlled 1/3- FILTER BAND FREQUENCY (kHz)

octave band equalizer that was set to create boosted or at- _ , _ , '

tenuated bands, 2/3-octave wide. A boosted band, referred fgC: 1- A pair of noises used in experiment 1. Both noises have 2/3-octave
i " _— ips as described in Table I. Noigehas a dip centered on 4.5 kHz, and

here as a “bump,” was 10 dB high; an attenuated bandygisep has a dip centered on 7.1 kHz. NoBéas been raised by 5 dB for

referred to as a “dip,” was 10 dB deépSix noises with  clarity.
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FIG. 2. Error rates for experiment 1. Roved-location runs are indicated by 1o 25 20 ‘8.0 L
solid lines, fixed-location runs by dashed lines. The error bars show plus an
minus one standard deviation for four listeneSor the mean frequency PAIR MEAN FREQUENCY (kHz)

near 9 kHz there were only three listengrSome data points have been

shifted laterally for clarity. FIG. 3. Experiment 2 results. Added error is the increase in the percentage

of errors in identification for pairs of noises when source location was roved
. ) _ compared to fixed-location presentation. Different panels show results for
frequency hearing loss. Both of these listeners had extensiussferent listeners. Open symbols indicate pairs of spectral dips; filled sym-

listening experience. Listeners S1, S3, and S4 were the alwols indicate pairs of spectral bumps. Different symbols represent different
thors conditions, based on bandwidth and separation of the spectral structures as

follows. Diamonds: one-third-octave bands separated by 2/3 octave; Circles:
) ) one-third-octave bands separated by 4/3 octave; Squares: two-thirds-octave
E. Results and discussion bands separated by 2/3 octave; Triangles: two-thirds-octave bands separated

. . . by 4/3 octave.
The tenA-B pairs and four listeners led to 40 combi- y s ortave

nations both for fixed-location and for roved-location runs.
There were two combinations where a listener failed to es
tablish a reliable baseline for the fixed locati¢error rate
greater than 25% In those two cases, the roved-location
runs were omitted.

The four listeners had very similar results overall. FigureA. Method
2 shows.their mean identification. error rage:l .S'd) for In addition to the 2/3-octave bumps and dips from the
every noise pair, plotted as function of the pair mean fre'first experiment, experiment 2 included noises with bumps
quency. Data are'plotted separately for thg burfifited and dips that were only 1/3-octave wide. In addition to a
symbolg and the dipgopen symbols Dashed lines connect 2/3-octave separation between the buntps dipg to be

results for fixed-location runs; solid lines connect results for - . . .
X ’ comparedas in experiment )1 experiment 2 included com-
roved-location runs.

The listeners generally found bumps easier to .dem.f)})arisons with 4/3-octave separation. Altogether, there were
> lIsteners g y fou ump ! ! Y38 A-B noise pairs in experiment (@9 with bumps, and 19
than dips [significantly lower overall error rateF(1,3)

N i . ) . with dips). Because of the large number, experiment 2 was
=82.3; p<0.001, consistent with a previous report by limited to one double run pek—B pair, a fixed-location run
Moore et al. (1989.

. —_— . . _followed by a roved-location run.
For bumps and dips, there was a significant interaction y

between the type of run—fixed location or roved location—

and the mean frequency of a noise pdi(4,12)=66.1; p  B. Results

<0.003. When the spectral structure of the noises occurred  The results of experiment 2 are presented in Fig. 3. Each
at low frequency, near 1 or 2 kHz, identification was nearlypanel of the figure reports data for a different listener. In
pgrfect, no matter whether the location was fixed or rovedg,qer to display the results for al—B noise pairs at once,
Listeners found the task easy to do. The spectral structurge figure has a different format here than in experiment 1.
sometimes caused the noises to resemble vowel sounds, giigyre 3 reports thifferencein error rates between a roved-
ing listeners an overlearned reference for identification. INgcation run and the corresponding fixed-location run. There-
other instances there was a pitch or timbre cue. As the frefyre the data indicate the additional error percentage caused

quency of the spectral structure increased, the error rate iy yoying the source location. Data points connected by lines
creased. Whereas the error rate for the fixed-location rungie from the same stimulus type.

increased slightly, the error rate for the roved-location runs Figure 3 shows that the effect of frequency on identifi-
increased enormously, approaching the random guessingion is quite general. For all the conditions and all the
limit of 50% errors. listeners, there was a strong tendency for the error rate to
increase with increasing mean frequency of the spectral
2;' OE'\;(F'?E&'QAOE,\TJ 2—ADDITIONAL SPECTRAL structgre. The error rgte increased steeply in the high fre-
quencies. For every listener, the added error due to source
The frequency dependence found in experiment 1 wasove was significantly greater for the noises with spectral
quite dramatic for all the listeners. Experiment 2 sought tostructure above 4 kHz than it was for the noises with struc-

determine whether a similar pattern would occur for a greater
variety of stimuli. Otherwise, experiment 2 was the same as
experiment 1.
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ture below 4 kHz[subject S1:t(6)=4.19; p=0.006; S2: TABLEII Experiment 3: Percentage of correct identificatiéB) and cor-
t(7)=5.12; p=0.001; S3:t(6)=2.60; p=0.041; S4:t(6) rect Iocalizatior(LQC) responses for roved sources. Fpr each Iigtener, S1-
=7.21: p<0 001] S4, there were pairs of noises that were easy to identify and pairs that were

= : : hard to identify. The identification scores show that large difference. The
difference in localization scores is much smaller. Chance performance for
C. Discussion ID is 50%; chance performance for localization is 20%.

Experiment 2 verified the effect of frequency range on Easy identification Hard Identification
the ability of listeners to distinguish between noises with | istener D LoC D LOC
different spectral structures. When the relevant structure oc

curred at low frequency, 1-3 kHz, it did not matter whether s gg gg gg 2‘71
the source position was fixed or randomized in the MSP; o5 99 05 56 74
listeners could identify the noise. When the relevant spectral g4 99 60 60 54

structure occurred above 4 kHz, listeners had difficulty dis
tinguishing between noises when the source position was
roved, and the difficulty continued to increase as the fre11—three double runs with the source fixed in front or roved
quency range of the structure increased. With structure neaver five locations. After subjects completed the identifica-
8 kHz, it became effectively impossible to identify some tion test, they went through a localization test using the same
noises well enough to distinguish them when the positiorstimuli. The format of a localization test was identical to that
was roved. of a roved-location identification test except that listeners
Almost certainly these results relate to the frequencyhad to answer a different question. Instead of deciding
dependence of the head-related transfer functidRTF).  whether a sound was noigeor noiseB, they had to decide
Prominent HRTF pinna cues in particular are known to apwhere the sound came from. Localization decisions were re-
pear at high frequencigShaw, 1966, 1982; Shaw and Ter- ported by pressing one of five buttons on a control box.
anishi, 1968 Pinna cues seem to have had an especiallffhere was no feedback on localization runs.
disruptive influence on listeners’ ability to maintain a sense  The A-B noise pairs tested here were selected to in-
of source identity. Just why this occurred is unclear. Theclude two pairs that were easy for a listener to identify and
finding is, in fact, surprising from at least two points of view. three pairs that were hard. Easy and hard pairs were selected
One of these views is motivated by Blaueitl969—-70  on the basis of a listener's performance in experiment 2.
narrow-band noise experiments. Blauert found perceptuaspecifically, they were thé—B pairs that had previously
and physical evidence indicating that MSP directional bandgroduced the smallegieasy and largest(hard values of
are present all across the spectrum. Given this, it might badded error for each listener, per Fig* 3.
expected that roving the source location would have disrupt-
ing influences all across it as well. That is, one might expecf. Results
to see poor performance on roved-location identification at
low and mid frequencies, as well as at high frequencies.
Another view—the view that motivated the present
study—is that listeners have some ability to factor out spec
tral variations that accompany changes in source locatio
that is, to perceptually re-equalize the spectrum according to
its location before making any decision about source iden

tity. On this view, the expected outcome of roved-location arameters were chosen to give this red\ithat is interest-

experiments is that identification performance .ShOUId b ng is the comparison in localization performance for the
good all across the spectrum, so long as the listener cai

Table Il summarizes the results of experiment 3. The
mean percent-correct scores on the roved-location identifica-
tion and localization tasks are reported for the e€&3§0

trials per listenerand hard(450 trials per listenegridentifi-

ation noises. Table Il shows a dramatic difference in iden-
fication scores when the easy condition is compared with
the hard condition. That is not surprising; the experiment

ocalize th Based i its of ; ‘ asy and hard conditions. Listener S1 shows hardly any dif-
ocalize the source. based on the resulls of experments g once at all, less than two percentage points in localization

and 2, we tentatively conclude that listeners cannot in fac&ccuracy Listeners S2 and S4 show a modest difference in

perfqrm such a re_-equallzauon. There 1S, howgver, anoth%calization, less than ten percentage points, and listener S3
possible explanation for the results. It is possible that OULL ows a large difference

listeners could not identify noises with high-frequency spec-
tral structure because they could not localize them. If they .

did not know where the sounds were coming from, then they?- Discussion
could not compensate for directionally dependent filtering.

Experiment 3 was done to test for the possibility that listen- _ _ ) )
ers could not identify because they could not localize. The central question addressed by this experiment is
whether listeners can use their knowledge about the location

of a source to help identify a sound. When sources have

random locations in the MSP, there are random spectral

shape changes that make it difficult for listeners to identify
The purpose of experiment 3 was to directly comparesounds on the basis of their spedeaperiments 1 and)2In

the ability to identify with the ability to localize. The identi- principle, this difficulty should be eliminated if listeners can

fication part of experiment 3 was the same as experimenie-equalize the received spectra based on their knowledge of

1. The re-equalization hypothesis

Ill. EXPERIMENT 3—IDENTIFICATION AND
LOCALIZATION
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T T T T T TABLE Ill. A tally of the number of sound localization errors of different
sizes that each subject made in experiment 3.
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=
£ 30h J Listener 45 deg 90 deg 135 deg 180 deg
o
g 201 1 S1 108 0 2 1
woob ] S2 73 2 0 0
S3 130 3 0 0
or 1 S4 215 76 20 17
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Sound-Source Location

FIG. 4. Subject S1's error rates when localiziffijed symbol$ and iden-  track localization. Therefore, most of the data argue against

tifying (open symbolsthe pair of 2/3-octave dips at 7.1 and 11.2 kHz. the concept of re-equalization.

Errors rates are given for each of five sound-source locations in the MS . ided th kind f evid

(FR=front, FO=front—over, O\=over, RO=rear—over, REreal. In sum,.expe.rllme.nt 3 provide ree_ |n's ol evidence
that sound identification and sound localization are largely
dissociated, and hence three kinds of evidence against the

source location. Such re-equalization could lead to a perceﬁg-e_quahzatlon h_ypot_heS|$|.) Ther_e was ewdenc_e O.f disso-
éatlon across stimuli. For most listeners, localization accu-

tual constancy whereby sounds can be identified regardle§ bout th ¢ ds that 1o identi
of their location in the MSP. racy was about the same for sounds that were easy to identify

The resuits shown n Table I generaly argue against ng 2l 2000 8 KO, 0 S, e ifcation peror-
re-equalization hypothesis. The stimuli called “hard” are ) P

. o . mance was more or less the same for all four listeners, de-
those for which the randomization of source location pro-_ . .
T . o . _spite the fact that one of them was decidedly poor at MSP
duced a large degradation in sound identification. Identifica: o
. - . - “sound localization, compared to the other thrgi¢) There
tion performance for those stimuli was poor indeed, quite . . s . e
.“was evidence of dissociation across locations. Identification
near the 50 percent score expected for random guessing; !
H th imuli i v localized I frors occurred about equally often for all five source loca-
OWEVer, the same stimulll were not poorly localized overa ‘tions, but localization errors occurred focally at one or two
To the contrary, Table 1l shows that localization performancq ;
ocations only.
was far better than the 20 percent score expected from ran-
dom guessing and normally appreciably better than for iden- . ) . ..
tification. Therefore, the failure to identify cannot be attrib- 2. Differences in sound localization ability
uted to a failure to localize. Table Il shows some clear differences among the four
Table Il also reports a subject-specific difference that issubjects regarding their sound-localization abilities. Most es-
relevant. Listener S4 was a poor sound localizer. His localPecially, subject S4 was distinctly poorer than the others at
ization accuracy, a|th0ugh well above Chance, was 30% b§0und localization. We wondered whether these SUbjeCt dif-
low the mean accuracy for the others. Nevertheless, S4 idefierences were specific to the localization of bump/dip noises
tified sounds with an accuracy at or above the group meaff the sort generated for the experiment, or more general.
for both the easy and hard identification runs. This result is'They proved to be more general. In a follow-up experiment,
additional evidence for a dissociation between localizatioVe Presented white-noise stimuli randomly from the five
and identification. loudspeaker locations and had the subjects make localization
Still further evidence against the re-equalization hypothJudgments, as in the main experiment. Listeners S1, S2, S3,

esis comes from a location-by-location comparison of iden@nd S4 correctly localized the white noise on 84%, 97%,

tification and localization data. If re-equalization operates24% and 51% of the trials, respectively. These results track

then one might expect a listener to identify sounds accuratel§’® Subject dependence seen in Table Il and show that the

when they come from a location that is localized accuratehfff€r€Nces among subjects in the localization part of experi-

and to identify sounds poorly when they come from a loca.ment 3 are unrelated to the special spectral structures.

tion that is mislocalized. In other words, identification per-

formance should track localization performance, particularly3- Localization error size

for those locations where dramatic localization failure oc-  Table Il shows an analysis of the localization errors

curs. Three hardh—B noise pairs for each of four listeners made in experiment 3. Each subject’s errors are broken out

led to 12 opportunities to look for this. For each of thoseaccording to their sizéin deg. The subjects differed sub-

cases, we plotted the localization errors and identificatiorstantially in terms of the total number of errors that they

errors at each location. Figure 4 shows an example. made, but they were in general agreement about error size.
Generally, localization errors showed sharp structureWhen errors occurred they were almost always 45-deg or

with most of the errors occurring for only one or two 90-deg errors.

sources, as in the example. For four cases, identification er- It is notable that front-to-back errord80 deg were

rors showed evidence of that same sharp structure. But fdew. For listeners S1, S2, S3, and S4, the numbers of front-

eight cases, including the example, identification errors weréo-back errors were: 1 in 28%ront or rear presentation

broadly distributed, occurring about equally often in each oftrials, 0 in 296 trials, 0 in 305 trials, and 17 in 298 trials,

the five loudspeaker locations, and so identification did notespectively. Thus, for listeners with normal localization
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FIG. 5. Spectral density for a white noise presented from each of the fivé=IG. 6. A pair of noises used in experiment 4 with noBseaised by 5 dB
sources used in the identification and localization experiments. Measurder clarity. Each noise includes a high-frequency dip and a low-frequency
ments were made with the left ear of a KEMAR and are given in one-third-dip.

octave bands.

Figure 5 shows that the re-equalization counter argu-
abilities (S1-S3 there was only one front-to-back confusion ment is incorrect. Spectral differences between sources 45
in 890 trials with either the front or the rear speaker as thejeg apart(or, better, 90 deg aparare not greater than the
source. What seems remarkable about this result is that trang-dB bumps and dips that we introduced to try to make
fer functions measured in the ear canal or with a dummysounds distinguishable from one another. The fact that listen-
head typically show that HRTFs are similar for sources afers can localize to within 90 deg with nearly 100-percent
front and back locations. Therefore, front-to-back confusiongeliability means that they are sensitive to rather subtle spec-
are expected. The fact that our listeners made so few frontral differences, smaller than the stimulus distortions of 10
to-back errors seems paradoxical. Evidently, when presentegB in 1/3- or 2/3-octave bands. Therefore, there is no quan-
with real-world sources, our listeners were able to make théitative physical argument against the conclusion that listen-
fine distinctions necessary to avoid large localization errorsers are unable to re-equalize.
Further consideration of subjects’ localization errors, and
their relationship to HRTF features, is presented in the Ap-
pendix to this article. IV. EXPERIMENT 4—COMPLEX STRUCTURE

Perceptual experiments 1 through 3 above asked listen-
ers to identify noises characterized by spectral structure in a
single frequency region and found evidence of substantial

Experiment 3 showed a number of instances in whichconfusion when the structure was at high frequency and the
listeners identified sounds poorly, but localized them accusource location was roved. Most ecologically significant
rately. We took these to be evidence against the resounds do not have their spectral structure confined to a
equalization hypothesis. A counter argument would be thagingle region. For example, speech has formant bands all
the spectral changes that mediate localization might be largetcross the spectrum. To learn more about sounds like speech,
and more salient than the spectral differences between thexperiment 4 had listeners identify noises with complex
sounds that listeners had to identify in our experimentsstructure.
Therefore, an ability to localize might not necessarily imply
an ability to identify. To get quantitative information on this
point, we made recordings with a Knowles Electronics Mani-  The experiment was done according to the protocol of
kin for Acoustic ResearctKEMAR) placed at the listener's experiment 1, with three double runs for eahB noise
position in the anechoic room. Binaural recordings werepair. Complex noises of two types were presented. There
made for white noise sent to each of the five loudspedkerswere double-dipnoises that combined a 2/3-octave dip at

The left- and right-ear recordings were not ideal HRTFs;low frequency with a 2/3-octave dip at high frequency, and
they included the response of the loud-speakers and stimulukere werelouble-bumpmoises that combined low- and high-
roll-off above 12.5 kHz associated with the equalizer pro-frequency bumps. For each listener, we found a pair of low-
gram(Fig. 1). The advantage of the recordings was that theyfrequency dips/bumps that was well identified in experiment
were made in the conditions experienced by our listenersl, and a pair of high-frequency dips/bumps that was poorly
Responses measured for the manikin’s left ear are shown ientified. We then combined them in low—high pairs to
Fig. 5. The right-ear response functions were similar, thougmake the complex noise stimuli for this experimént.
not identical. (Left and right KEMAR ears are not exact Figure 6 shows an example. Noigeis a double-dip
mirror images). The response functions for both ears showednoise that marries dips at 1.1 and 4.5 kHz. Noi&eés a
a number of features that are expected for HRTFs. For exdouble-dip noise that marries dips at 1.8 and 7.1 kHz. We
ample, there was a broad outer-ear resonance above 2 kHaways combined the lower-frequency member of a low-
Sources overhead lead to a peak near 6 or 7 kHz. The rérequency pair with the lower-frequency member of a high-
sponse to a source in the rear was greater than the resporfsequency pair to derive one double-dip/bump stimulus, and
to a source in front over a broad region around 1 kHz. then combined the higher-frequency members of each pair to

4. Re-equalization again

A. Method

2817 J. Acoust. Soc. Am., Vol. 106, No. 5, November 1999 Rakerd et al.: Identification and localization of sound sources 2817



sof (o) st I wse ] plane(MSP), listeners were still able to identify noises with
1 low-frequency spectral structure, but their ability to identify
1 high-frequency structure fell almost to the chance level.
1 Experiment 3 compared the listeners’ ability to identify
'// 1 noises with their ability to localize them. It showed that the
difference in identification between noises with low- and
sop (@) S3 T @ 1 high-frequency structure cannot be explained by any corre-
“or ] sponding differences in MSP sound localization. Three lis-
teners localized all of the noises with a high accuracy, no
matter what the spectral structure. A fourth listener localized
less well than the others, but substantially better than chance,
and at about the same level no matter whether the noises to
be localized had low-frequency or high-frequency structure.
Overall, the pattern of localization and identification re-
FIG. 7. Experiment 4 results for listeners S1-S4 in pat@ls(d), respec-  sults for experiment 3 argued againsteaequalizationhy-
tively. As in Fig. 3, the ordinate shows added error when a source is rove(bothesis’ which says that listeners can compensate for spec-
tral distortions due to their HRTFs before deciding about the
derive the other stimulus, as in the example. Each listenegentity of incoming sounds. Because they can localize
heard one double-dip pair and one double-bump pair in thgounds on the basis of their spectral signatures, it must be
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experiment. presumed that listeners are aware, at some level, of the di-
rectionally dependent filtering that takes place. The informa-
B. Results and discussion tion provided by a known source location could, in principle,

. - be used to re-equalize the spectra to enable identification.

The results of experiment 4 are shown in Fig. 7. Theg . resyits nevertheless showed that listeners cannot do that,
added error due to source roveis plotted there fqr three kindgyen after substantial practice. The failure to distinguish
of spgctral strugture. There IS Iaw—o_nly datg pomt from among high-frequency spectral structures with roving loca-
experiment 1 with .arA—B NOISE pair conS|st|ng. of low- tion was dramatic and quite similar for all our listeners in
frequency pumps/d|ps: There |Sh£gh-on|ydata po[nt: also experiments 1-3. The failure was also persistent. It persisted
from experiment 1, with arA—B noise pair consisting of .o ahout a run, showing up equally at its beginning and
high-frequency bumps/dips. Finally, there islav+high o4 ang when there were multiple identification runs with a
data point from the present experiment usingsaB pair of o tieyjar noise pair it persisted across the runs.
complex noises that combined the low-only and high-only”  y3nherson(1995 also concluded that listeners cannot
spectral feature_s. . . compensate for their location-dependent HRTFs. In a head-

For every Ilstene(d|ﬁerept figure panejsand for both phone profile analysis experiment, Macpherson caused a lis-
bumps (filled symbol3 and @ps(opep symbols th_e OUt- teners identification task to be difficult by filtering the sig-
come was the s:ame:_Ro_\/lng location caus_ed I|tt|§ OF NGyals with assorted HRTFs. He found that identification
added error for identification of complex noises with low performance was not best when the HRTFs were intended to
+high spectral structure. They were identified as accurately, . iqe 4 realistic representation of source location. Rather,
under rove as were the low-only noises, and dramatically; 5 hest for certain mismatched left—right pairs of HRTFs
better than the high-only noises. We conclude that wheny,q; ig not correspond to any location. Although his experi-

source location varies, listeners can maintain constancy ihents did not measure perceived localization directly, the

their identification of complex sounds by latching onto low- roqit5 are consistent with the dissociation between identifi-
frequency structure in the sound spectrum. Their grip on.,«0n and localization found here

low-frequency structure appears to be firm, firm enough 10 gj,o)1y - experiment 4 showed that listeners can distin-

anchor perception of what would be otherwise ambiguougyisi hetween complex noises that include spectral structure
high-frequency structural components. at both high and low frequencies. This is true whether the
source location is fixed or roved in the MSP. The signifi-

V. CONCLUSIONS cance of this result is that although high-frequency structure
may be perturbed to the point of confusion by the roving of
ocation, listeners can ignore that confusion and identify

mplex sounds on the basis of the low-frequency structure

Experiments 1 and 2 tested listeners’ ability to identify
broadband sounds with different spectral structures. The e
periments showed that when the source location of the nois
was fixed in space, listeners could usually identify the noise&§'°N€-
successfully. Listeners were somewhat more successful at
identifying noises with low-frequency structufe to 3 kH2 %‘CKNOWLEDGMENTS
than noises with high-frequency structufgbove 4 kHz, This project was supported by the National Institutes of
possibly because low-frequency structure often led to vowelHealth through NIDCD Grant No. DC00181. Funds were
like sounds. However, the difference between low and higlalso provided by the National Science Foundation Research
frequencies was not great. By contrast, when source locatioBxperience for Undergraduat@REU) Program in the Michi-
was randomized among five locations in the median sagittaan State University Department of Physics and Astronomy.
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We are grateful for the help of Melanie Koskamp, a partici-was missed on 10 of 15 trials and the incorrect localization
pant in the REU program, and to Ewan Macpherson for usealways went to rear—over. Thus, for both S1 and S3, the

ful discussions. spectral dip and the complementary spectral bump produced
errors of exactly opposite kinds.
APPENDIX: MSP SOUND LOCALIZATION AND HRTFS Other systematic errors are more difficult to explain in

In experiment 3, three listenet§1—S3 accurately lo- terms of the KEMAR data. Adding a spectral bump in the

calized noises with a variety of bump and dip structures mosvo-thirds-octave band at 11.2 kHz caused listener S1 to
of the time, and when they did make mistakes their errord1€@r the overhead source at the rear—over position on 10 out
were almost always confusions with a nearest-neighbor locef 14 trials. HRTFs measured with the KEMAR do not show
tion in the loudspeaker arraj.e., 45-deg errors; see Table a@ny kind of peak for the rear—over location in this frequency
lIl). A fourth listener(S4) made more localization errors than €gion. One might understand the judgments of S1 by assum-
the others, but those errors too were predominantly confulnd that he uses the high-frequency region above 10 kHz as a
sions with a nearest neighbor or, to a lesser extent, a nexfeference against which other peaks may be judged in the
nearest neighbor. manner of profile analysi€Green, 1988 Boosting this high-

A notable feature of the listeners’ errors was that theyfrequency region would make a peak near 8 kHz due to an
were not at all uniformly distributed among the five sound-overhead source seem relatively less prominent and possibly
source locations. For listeners S1-S3, adding particulagause the overhead source to be incorrectly localized.
bumps or dips to the spectrum often caused the overhead Although it is possible to explain certain systematic er-
location, or the rear—over location, or sometimes both, to b&ors in localization in terms of HRTFs and the spectral dis-
incorrectly localized. The failures for these one or two loca-tortions deliberately introduced in our experiments, an argu-
tions were dramatic and systematic. For example, putting ably larger issue is to explain why our listeners localized as
10-dB dip in the two-thirds-octave band at 7.1 kHz causedvell as they did. Despite large spectral distortions in fre-
listener S1 to miss 7 out of 14 overhead localizations, andjuency ranges known to be important for localization in the
every missed overhead was mislocalized as rear—over. TH4SP, their localization performance was good overall. It
identical error was made by listener S2 on 6 out of 10 trialsseems likely that one key to understanding this behavior is
for this stimulus. For listener S3, this stimulus caused rear-that our spectral distortions occurred in isolated frequency
over to be mislocalized as rear on 9 out of the 11 trials.  regions. Our results suggest that listeners do not rely entirely

It is interesting to ask whether these highly systematicon isolated spectral features, such as the frequencies of high-
localization errors can be understood on the basis of defoifrequency peaks or valleys. Instead, they may use those fea-
mations in the apparent HRTFs. Accordingly, we comparedures in combination with spectral details from a wide range
the errors with the KEMAR HRTF measurements that wereof frequencies. Alternatively, it may be that localization de-
made for experiment 8ig. 5. The comparison is not ideal pends on a rather coarse analysis of the HRTF, as proposed
because KEMAR’s HRTFs and those of an individual lis-in several recent model§uzessery, 1986; Zakarauskas and
tener can differ, sometimes substantially. We neverthelessynader, 1993; Macpherson, 199¥ this is the case, then
found several notable points of correspondence with the lofocal distortions, like the ones introduced here, could leave
calization results. The failure of listeners S1 and S2 to cormuch of the spectral information intact.
rectly localize the overhead source in the presence of a
10-dB dip at 7.1 kHz seemed easy to understand. Figure &he five loudspeakers were selected from a batch of 79 on the basis of their
shows that the overhead position is most favored at 8 kHz. Itbest-matched frequency response, as determined by an automated compari-
also shows what Butler and Musicafit993 have called a SO made at 76 frequencies from 125 to 11 000 Hz.

“ t K Kk at th head iti . lot szhe equalizer was a model IEQ made by Applied Research and Technol-
covert peax,” a peak a € overhead positon in a plot o ogy. This equalizer has a “smart curve” feature that makes the spectral

intensity vs position for a given frequency of 8 kHz. Putting shape of a bump or dip close to the rectangular ideal by automatically
a dip in the 7.1-kHz band makes the overhead source looldjusting the gains of adjacent one-third-octave bands. _
more like the other sources. It is less evident Why this Spe(:3;The caption of Fig. 3 gives the different combinations of bump/dip band-

tral chanae should cause the imaae of the overhead sour widths and separations between spectral features that were included in ex-
r ge shou us Imag v sou C&riment 2. Error rates on the fixed-location runs provided a baseline for

always to appear at the rear—over position. This is probablythe “added error due to source rove” computation. The fixed-location rates
caused by similarities between rear and rear—overhead dbr experiment 2 were similar to those observed in experime(se Fig.
lower-frequency regions of the spectrum. For listener S3, theb)- For bumps, fixed-location error rates were generally less than 5% at all
. " frequencies. For dips, rates were somewhat higher, 5%—-10% at frequencies
re_ar—over .Source rellaply app?ared at the regr position, andelow 4 kHz, and 5%-15% above 4 kHz. As in experiment 1, if a listener
this result is also consistent with the change in the tall peaknhad an error rate greater than 25% for a fixed-location run, the correspond-
of an apparent HRTF. ing roved-location run was omitted. Only spectral dips led to such failures
Given the above results with a 10-dB spectral dip at 7.1in experiment 2; bumps never did. Of 40 combinations of listener and
L . . . one-third-octave dips, there were 11 failures. Of 36 combinations of lis-
kHz, It_ might be predicted that its opposite, namely a 1OTdBtener and two-thirds-octave dips, there was one failure.
bump in that band, would lead to errors of the OppOSIte k|ndf‘The “easy” and “hard” A-B pairs selected for each subject were as
As it turned out, both listeners S1 and S2 had that bump orfollows. Si-easy: 2/3-octave dips at 1.1 and 1.8 kHz, 2/3-octave bumps at
their menu, and both experienced the erroneous Iocalizationé-? a”dd_2-8 ‘;'12-5 Sl;jhf;“ii k2H/3'020/t§V6tbumE_S at t7-711andd111-122k|:': 28/3;
: : ctave dips at 4.5 and 7. z, 2/3-octave dips at 7.1 an . z. S2-
as. eXpeCted' For “Stene.r S1, the re.ar_over Iocatl_on .Waggasy: 2/3-octave dips at 1.8 and 2.8 kHz, 2/3-octave bumps at 1.1 and 1.8
missed on 8 out of 15 trials and the incorrect localization ;. s2-hard: 1/3-octave bumps at 4.0 and 6.3 kHz, 1/3-octave dips at 4.0

always went to overhead. For listener S3, the rear locatiorand 6.3 kHz, 2/3-octave dips at 7.1 and 11.2 kHz. S3-easy: 2/3-octave dips
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