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Abstract

Ambisonic reproduction systems are unique in their ability to separately reproduce the pressure and velocity
components of recorded audio signals. Gerzon proposed a theory of localization in which the human auditory system
is presumed to localize using the direction of the velocity vector in the reproduced sound at low frequencies, and the
energy vector at high frequencies. An Ambisonic decoder has the energy and velocity vectors coincident. These are
the directions of the apparent source when the listener can turn to face it. Separately optimizing the low-frequency
and mid/high-frequency operation of the reproduction system can optimize localization where the listener cannot turn
to face the apparent source. We test the localization of horizontal-only Ambisonic reproduction systems using various
test signals to separately evaluate low-frequency and mid-frequency localization.
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1 INTRODUCTION
Two-channel stereo and, by extension, pair-wise panned
multichannel audio, perform a primitive reconstruction of
the original audio event. The relative intensities from two
adjacent loudspeakers are varied in such a way that they
sum to produce a pressure and a particle velocity vec-
tor pointing in the same direction as the original source.
Because the pressures from the two loudspeakers add in
a scalar fashion, while the velocities add vectorially, it
is generally not possible to accurately recover the cor-
rect pressure and velocity at the listening position, except
when the sound is panned to be at a particular speaker.

In contrast, Ambisonic audio reproduction systems
use the full array of loudspeakers to control the sound field
at the center of the array. It can be shown that it is pos-
sible, in principle, to reproduce the recorded sound field
exactly at a single point in the center of the reproduction
array.

While there is a great deal of material available in the
open literature on the theory behind Ambisonics and there
are commercial artifacts (Soundfield microphone, various
decoders), very little has been published on the listening
tests used to validate these designs. The principal contri-
bution of this paper is to report on listening tests carried
out where we compared a number of different speaker ar-
rays and decoder designs. The main variables explored
are the number and arrangement of the loudspeakers and
the psychoacoustic models guiding the decoder design.

Gerzon has proposed a metatheory (a theory of the-
ories) of auditory localization [1] in which he states that
humans use many different mechanisms for auditory lo-
calization and that, except in cases where the cues are
completely conflicting, the overall impression comes from
majority decision.

He describes a hierarchy of models and for each, he
derives a localization vector whose direction gives the
predicted direction of the sound, and whose magnitude
describes the stability of the localization. For a real,
single-point source the magnitude of the localization vec-
tor is 1.0. If it is less or greater than 1.0 for a given de-
coder and speaker array, the perceived direction moves if
the listener turns his head.

The two simplest, and possibly most important, mod-
els described are the acoustic particle velocity model,
which corresponds to Makita’s model [2], and the acous-
tic energy-flow model, which corresponds to De Boer’s
model [3]. Gerzon points out that practically all models of
auditory localization, except the pinna coloration and im-
pulsive (high-frequency) interaural time delay models, are
special cases of these two models [1]. They are commonly
referred to in the Ambisonics literature as the velocity and
energy models, and the associated localization vectors the
velocity vector and energy vector. We adopt this conven-
tion despite apparent contradiction that that energy is a

scalar not vector quantity. They are broadly correlated
with measurements of interaural phase difference (IPD)
and interaural level difference (ILD), respectively. Blauert
summarizes the results of a number of experiments in re-
lating ITD and ILD to directional perception [4].

In applying these psychoacoustic models to the design
of reproduction systems, Gerzon states [1]

A decoder or reproduction system for 360◦

surround sound is defined to be Ambisonic if,
for a central listening position, it is designed
such that:

i) velocity and energy vector directions
are the same at least up to around 4 kHz,
such that the reproduced azimuth θV =
θE is substantially unchanged with fre-
quency,

ii) at low frequencies, say below around
400 Hz, the magnitude of the velocity
vector is near unity for all reproduced
azimuths,

iii) at mid/high frequencies, say between
around 700 Hz and 4 kHz, the energy
vector magnitude, rE , is substantially
maximised across as large a part of the
360◦ sound stage as possible.

Gerzon’s metatheory of localization [5, 1] posits that
the best possible localization for an array of loudspeakers
occurs when the magnitude of the velocity vector is set to
unity at low frequencies, and the magnitude of the energy
vector is maximized at middle frequencies, with the tran-
sition between the two regimes taking place at a frequency
between 300 Hz and 700 Hz [6]. The assumption is that,
if the velocity localization vector and the energy localiza-
tion vector are the same for a reproduced sound source
as they are for a real sound source, then the perception
is the same; the reproduced sound source sounds like the
real one. Analysis shows that, although the velocity lo-
calization vector can be perfectly recreated by an appro-
priate array of loudspeakers surrounding the listener, the
energy localization vector can be perfectly recreated only
if the sound comes directly from a single loudspeaker. For
sound sources in all other directions, the magnitude of the
energy localization vector will be less than that of a real
sound source. The Ambisonic system optimizes the en-
ergy localization vector in all directions, which necessar-
ily compromises localization in the directions of the loud-
speakers in favor of making the quality of the localization
uniform.

The choice of the transition frequency between the
two localization mechanisms is based on various pub-
lished psychoacoustic experiments on localization [2, 4].
The experimental work performed for the present paper
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was designed to test the assumptions described above re-
garding optimizing the localization in the low- and high-
frequency regimes, and the choice of the transition fre-
quency between them.

2 DESCRIPTION OF EXPERIMENTS
2.1 Test Program Material
The first-order Ambisonic encoding equations are

W
X
Y
Z

 =


√

2
2

cosθ cosε

sinθ cosε

sinε

S (1)

where θ is the azimuth relative to straight ahead, ε is the
elevation, and S is the signal.1

Because the experiments reported on in this paper
were restricted to horizontal-only reproduction systems,
the Z signal is not used and cosε is 1. Thus encoding of
the test signals is simply a matter of scaling the test sig-
nal S down by 3.01 dB (

√
2

2 ) to create W, and scaling by
the cosine (for X) and sine (for Y) of the direction θ from
which the signal is intended to appear.

Program material originating acoustically is recorded
with the Soundfield microphone[7] or an equivalent mi-
crophone array[8]. These microphone arrays have out-
puts corresponding to four coincident microphones: one
omnidirectional microphone and three figure-of-eight mi-
crophones facing in the directions of the X , Y , and Z axes.
Since the directivity of a figure-of-eight microphone is
proportional to cosθ , the encoding described above is nat-
urally achieved. Soundfield recordings made by one of the
authors were used for the listening tests described below.

Additional test program material was realized by en-
coding test signals such as band-pass filtered noise and
recordings of an alto female voice making vocal an-
nouncements. That encoding was done by taking a sin-
gle mono recording and scaling it by the ratios described
above before placing the signal into the tracks represent-
ing W , X , and Y .

2.2 Loudspeaker Arrays
Figure 1 shows two rectangular loudspeaker arrays with
the same array radius of 2.00 meters, one square (2.83m
× 2.83m) and the other elongated (3.72m × 2.15m) such
that the ratio of length to width is

√
3 : 1. These two arrays

are shown superimposed in such a way that it is possible
to implement both at the same time for purposes of com-
parison. Both arrays have a radius of 2 meters, but the

1The additional scaling factor of
√

2
2 in the W component is a histori-

cal artifact. It was added to improve the utilization of the dynamic range
of recording media, based on the observation that the typical signal lev-
els in the W channel are several dB higher than in X, Y, or Z.

Figure 1: Square and rectangular (
√

3 : 1) Ambisonic ar-
rays with 2 meter radius.

angle subtended by the front loudspeakers in the first ar-
ray is 90◦ and in the second array it is 60◦. The array with
a ratio of

√
3 : 1 is of particular interest because both the

front pair of loudspeakers and the rear pair of loudspeak-
ers comprise a traditional stereo triangle. Since most do-
mestic rooms are not square, it can be assumed that a rect-
angular array will fit into most rooms more conveniently
than a square array. Classic Ambisonic decoders (e.g.,
[9]) are equipped with a layout control that allows the ra-
tio of X and Y to be varied to accommodate rectangular
arrays over the range of 2 : 1 to 1 : 2. The square array has
uniform coverage in all directions, but theory shows that
a rectangular array will have higher values of rE in the di-
rection toward the short side, which may possibly be an
advantage for audio programs with a frontal emphasis.

To facilitate the direct comparison of the square and
rectangular arrays, the decoding of the test programs was
done beforehand and the decoded signals were compared
using a multichannel file comparison utility. For both the
square and rectangular arrays, the four decoded channels
were inserted into an eight-channel file with the decoded
signals for the square in the first four channels and the
decoded signals for the rectangle in the second four chan-
nels. A schematic representation of the decoding and re-
production is shown in Figure 2. In this particular ex-
ample, the comparison is between localization in square
and rectangular arrays, but the same technique can also be
used to compare between two different decodings for the
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Figure 2: Arrangement for comparison of square decod-
ing vs. rectangle decoding.

same array. For example, two different sets of decoder pa-
rameters can be used, and the results can be compared in
real time without the necessity for a real-time implemen-
tation of a decoder with continuously variable parameters.
There are additional benefits to not doing real-time decod-
ing. Every part of the process is under the explicit control
of the experimenters and the resulting files can be tested,
for instance to ensure that the spectrum of the speaker
feeds has not been altered by the decoding process and
that no clipping has occurred.

The principal limitations to using this technique are
that there need to be enough channels of digital to ana-
log conversion available, and enough loudspeakers to re-
ceive their signals. Comparisons of larger arrays, such
as a hexagonal array vs. an octagonal array, will require
very large numbers of speakers. Various additional loud-
speaker array comparisons are shown in Appendix A.2.

2.3 Decoding Equations
In order to properly recover the horizontal Ambisonic
components when the acoustic signals are summed at the
center of the array, different decoding equations are re-
quired for the square and rectangular arrays.

The Diametric Decoder Theorem [10] states that the
velocity- and energy-localization vectors coincide if

• All speakers are the same distance from the center
of the layout.

• Speakers are placed in diametrically opposite pairs.

• The sum of the two signals fed to each diametric
pair is the same for all diametric pairs.

When these conditions are met, we can design a decoder
as follows.2 Let n diametric speaker pairs lie in the direc-

2Strategies for designing decoders for speaker arrays that do not meet
these conditions is covered in [11, 12]. Evaluation of such arrays will be
a topic of a future paper.

tions
± (xi,yi,zi) (2)

for i = 1,2, . . . ,n, then the respective speaker-feed signals
are

Si
± = W± (αiX+βiY+ γiZ) (3)

whereαi
βi
γi

 =
√

2
2

nk

 n

∑
j=1

 x2
j x jy j x jz j

x jy j y2
j y jz j

x jz j y jz j z2
j

−1 xi
yi
zi

 (4)

with k = 1 at low frequencies, yielding the so-called ve-
locity decode. Setting k =

√
2

2 and 1
2 , yields the energy and

cardioid decodes, respectively. For horizontal layouts, all
terms involving z are omitted (otherwise the matrix is sin-
gular) and γi = 0. Gnu Octave [13] code to numerically
solve this is provided in the appendix.

In the rectangular case, if we let the angle subtended
by the front speakers be 2φ , the analytic solution is

α =
1√

2cosφ
(5)

β =
1√

2sinφ
(6)

where the growth in the Y -gain (β ) relative to the X-gain
(α) is needed to compensate for the growth of the rect-
angular speaker array in the x (front-back) dimension. As
mentioned earlier, some hardware decoders provide an ap-
proximation to this adjustment with a Layout control that
ranges from an aspect ratio of 2 : 1 to 1 : 2, corresponding
to a range of 2φ from 53◦ to 127◦.

In practice, the speaker feeds are scaled to provide an
exact reconstruction of the pressure at the center of the ar-
ray, in this case by

√
2/4≈ 0.3536. The coefficients used

for the listening tests described in this paper are listed in
Tables 1 and 2.

These basic decoding equations are the ones that sat-
isfy the dual requirements of uniform coverage and recov-
ering the correct magnitude of the sound pressure, p, and
the correct magnitude and direction of the sound particle
velocity, v̄. Substituting the encoding equations into the
decoding equations results in recovering the correct val-
ues for the pressure and the particle velocity at the center
of the reproduction loudspeaker array.

However, reproducing the correct values for p and v̄
does not necessarily give the best perceived localization,
because the correct reconstruction is achieved over only a
small area (< λ/2). If it were possible to recover the orig-
inal wave field over a large area, nothing additional would
need to be done. However, because the first-order Am-
bisonic system is unable to recover the original wave field
over a large area, the Ambisonic technique is to exactly
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Aspect
Ratio
(X:Y)

Frontal
Angle
(deg)

X
(m)

Y
(m)

W-gain
(σ )

X-gain
(α)

Y-gain
(β )

1 : 1 90.00 2.8284 2.8284 0.3536 0.3536 0.3536√
2 : 1 70.53 3.2660 2.3094 0.3536 0.3062 0.4330√
3 : 1 60.00 3.4641 2.0000 0.3536 0.2887 0.5000

2 : 1 53.13 3.5777 1.7889 0.3536 0.2795 0.5590

Table 1: “Velocity decoder” coefficients for rectangular arrays. These reproduce the exact pressure and velocity,
but only over a very small area at high frequencies (< λ/2), and hence are suitable only for use at low-
frequencies, say below 400 Hz.

reproduce the velocity vector from the original location
at low frequencies, and to maximize the energy vector at
high frequencies.

The decoding equations used are

LF = σW+αX+βY (7)
RF = σW+αX−βY (8)
RR = σW−αX−βY (9)
LR = σW−αX+βY (10)

where σ ,α,β are the values from Table 1.
The ‘velocity’ decoder equations for a hexagon are

S1 = 0.23570W+0.28868X+0.16667Y (11)
S2 = 0.23570W+0.28868X−0.16667Y (12)
S3 = 0.23570W+0.00000X−0.33333Y (13)
S4 = 0.23570W−0.28868X−0.16667Y (14)
S5 = 0.23570W−0.28868X+0.16667Y (15)
S6 = 0.23570W−0.00000X+0.33333Y (16)

where S1 is the feed for the front-left speaker and then
S2–S6 proceed clockwise around the array.

2.4 Distance Compensation
Distance compensation is a correction for a physical ef-
fect having to do with the radiation behavior of the loud-
speakers. The near field has a “large velocity component
out of phase with the pressure, [... this is] reactive energy
which does not radiate outward.” [14] This “large velocity
component” is in fact in quadrature with the pressure, and
as a result, the particle velocity at the listener’s position is
partly from the in-phase velocity radiation and partly from
the reactive component. How near to the loudspeaker do
these effects occur? The answer is wavelength dependent.
The frequency at which the quadrature and in-phase com-
ponents are equal is given by

fc =
c

2πr
(17)

where c is the speed of sound and r is the distance.

Thus the velocity component recreated at the center
of the loudspeaker array will have a phase error that in-
creases at low frequencies, and is greater for small sys-
tems with the listener close to the loudspeakers. This
phase error must be corrected in order to ensure proper
localization at low frequencies. This can easily accom-
plished by high-pass filtering the X and Y signals to bring
them back into phase with the W signal. For a reproduc-
tion array with a 2-meter radius the high-pass filter should
be at 27 Hz.

Figure 3: Phase (as time) between velocity and pressure
components for loudspeakers at distance of 2
meters.

2.5 Velocity- and Energy-Localization Vectors
The velocity localization vector at the center of the repro-
duction array is calculated by summing the velocity vector
contributions from each of the loudspeakers. Because the
Ambisonic decoding equations are derived to recover the
velocity components exactly, the result is that the veloc-
ity vector always has unity magnitude and points in the
direction of the intended source. Following Gerzon, the
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magnitude of the velocity vector, rV , at the center of a
speaker array with n speakers is

rV r̂ = Re
n

∑
i=1

Giûi/
n

∑
i=1

Gi (18)

whereas the magnitude of the energy vector, rE is com-
puted by

rE r̂ =
n

∑
i=1
|Gi|2ûi/

n

∑
i=1
|Gi|2 (19)

where the Gi are the (possibly complex) gains from the
source to the i-th speaker, and û is a unit vector in the
direction of the speaker. Computing the magnitude of
the energy vector for all angles of azimuth, for a square
loudspeaker array and two rectangular loudspeaker arrays,
yields the graph in Figure 4. Examination of the polar

Figure 4: Magnitude of energy vector rE as a function of
the source angle for a square and two rectan-
gles. The rectangular arrays have greater values
of rE at the short end, relative to square arrays.

plots of the energy vector magnitude versus direction for
rectangles of various aspect ratios shows that rectangular
layouts with various aspect ratios have higher values of rE
at the front and back, at the cost of having lower values of
rE at the sides. The value of rE can also be examined as
a function of the ratio of velocity to pressure, which is the
fundamental decoder parameter.

In Figure 5 the value of rE is plotted for rectangles of
various aspect ratios and for a hexagon.

This confirms the observation from the polar plots that
rectangles have greater values of rE in the front than reg-
ular polygons, and suggests that if maximizing the energy
vector magnitude is important for localization, the rectan-
gles would be better directly in the front than the square
and hexagon. The square and hexagon have identical re-
sults, as will any regular polygon. It can also be seen that

Figure 5: Maximum energy vector magnitude as a func-
tion of velocity/pressure ratio for various rect-
angles and hexagon.

the ratio of velocity to pressure that maximizes rE is dif-
ferent for rectangles with different aspect ratios.

The maximum rE for rectangular loudspeaker arrays
is explored further in Figure 6, which shows the optimum
value of the velocity/pressure ratio for rectangles of dif-
ferent aspect ratios:

Figure 6: Velocity/pressure ratio for maximum energy
vector magnitude at front.

It can be seen that the value of the ratio of velocity
to pressure that optimizes frontal rE is 0.707 (the “energy
decoder”) for a square, and reaches a value of 0.89 for a
rectangle with an aspect ratio of 2 : 1. Not only is the op-
timum value of the velocity to pressure ratio different for
rectangles with different aspect ratios, it is also different
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Aspect
Ratio
(X:Y)

Frontal
Angle
(deg)

X
(m)

Y
(m)

W-gain
(σ )

X-gain
(α)

Y-gain
(β )

1 : 1 90.00 2.8284 2.8284 0.4330 0.3062 0.3062√
2 : 1 70.53 3.2660 2.3094 0.4330 0.2652 0.3750√
3 : 1 60.00 3.4641 2.0000 0.4330 0.2500 0.4330

2 : 1 53.13 3.5777 1.7889 0.4330 0.2420 0.4841

Table 2: “Energy decoder” coefficients for rectangular arrays. These reproduce the pressure exactly, but the velocity is
reduced by

√
2, which enlarges the listening area at mid-to-high frequencies. If no shelf filters are employed,

this provides the best reproduction.

for different directions. That factor is not explored here.
What will be investigated is the audible localization

quality of the frontal image for various loudspeaker ar-
rays and decoder coefficients, specifically a square array,
a
√

3 : 1 rectangular array, and a hexagonal array.
Gerzon wrote that [5]

“The ratio of the length of the above-defined
energy vector to the total reproduced energy
should ideally be unity; in practice the larger
it is the better defined the sound image.”

In summary, according to Gerzon’s localization the-
ory, a decoder achieves the best low-frequency localiza-
tion by setting the magnitude of the magnitude of repro-
duced velocity vector to unity, while a decoder achieves
the best middle-frequency localization by maximizing the
magnitude of the reproduced energy vector. Optimizing
both low-frequency localization and mid-frequency local-
ization is achieved by the use of shelf filters.

2.6 Energy Decoding
Given that Gerzon’s localization theory shows that the
best localization at low frequencies is achieved by setting
the magnitude of the reproduced velocity to unity, while
the best localization at middle frequencies is achieved by
maximizing the magnitude of the energy localization vec-
tor, it may be desired to design a decoder that maximizes
that quantity without regard to the recovered velocity.

As is shown in Figure 5, such a decoder will be
achieved by decreasing the ratio of velocity to pressure
(that is, the ratio of X and Y to W ) by 3.01 dB. In order
to keep the perceived loudness constant when comparing
velocity and energy energy decodes, we increased W by
1.76 dB (1.2247) and decreased both X and Y by 1.25 dB
(0.8660). This gives different decoder coefficients relative
to Table 1. The decoder coefficients for ‘energy’ decoding
for various rectangular arrays are given in Table 2.

The ‘energy’ decoder equations for a hexagon are

S1 = 0.2887W+0.2500X+0.1443Y (20)
S2 = 0.2887W+0.2500X−0.1443Y (21)
S3 = 0.2887W+0.0000X−0.2887Y (22)
S4 = 0.2887W−0.2500X−0.1443Y (23)
S5 = 0.2887W−0.2500X+0.1443Y (24)
S6 = 0.2887W−0.0000X+0.2887Y (25)

These are the decoding equations that were used to per-
form energy decoding for the listening tests reported in
Sections 3 and 4.

2.7 Shelf Filters
The change from ‘velocity’ Ambisonic decoding to de-
coding that is optimized at both low and high frequencies
is accomplished by the use of shelf filters. Separate filters
are applied to the W and X, Y signals (or, for periphonic
reproduction, X, Y, and Z) to change the relative magni-
tude of their contributions, while keeping them in phase
with each other. For the horizontal-only case, W is in-
creased by 1.76 dB at high frequencies, while X and Y
are decreased by 1.25 dB at high frequencies. The overall
effect, then, is to have a 3.01 dB increase in the contribu-
tion of the pressure signal at high frequencies, while the
spectrum of the energy is kept constant.

The shelf filters selected for the initial phase of this in-
vestigation are intended to mimic the performance of var-
ious commercially available Ambisonic decoders, which
have a transition frequency of approximately 400 Hz. It
is critically important that both filters are in phase with
each other throughout the audio range. For the purposes
of the listening tests reported in this paper, the shelf filters
were implemented as finite-impulse-response filters of or-
der 4096. The filter shape was within 0.01 dB of a first-
order IIR shelf filter with a 400 Hz transition frequency
and the shelf gains specified above.

In this paper we follow the convention that speaker
matrix gains are derived using the velocity matching cri-
teria (i.e., k = 1 in Equation 4) and shelf filters are used
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Figure 7: W and XY shelf filters for horizontal-only re-
production systems to be used only with the ve-
locity decoding equations in Section 2.3.

to transition to energy-maximizing criteria above 400 Hz.
An alternative approach is to use energy-maximizing cri-
teria to derive the speaker matrix gains (k =

√
2

2 ) and use
shelf filters to transition to velocity-matching criteria at
lower frequencies. This approach has several practical ad-
vantages [15]. Furthermore, it has been suggested that it
may be desirable to use yet another set of decoding crite-
ria above 5 kHz. Therefore, when discussing a particular
set of shelf filters, it is important to specify the speaker
matrix with which they are to be used.

3 EXPERIMENTAL RESULTS
The initial listening tests were performed in an ordinary
room, a domestic space in the residence of one of the au-
thors. For reasons that are not known, those tests were
not successful, in that good localization was not achieved.
No experimental data are reported for those listening tests,
but the authors intend to revisit whatever issues may have
been responsible for that failure. The remainder of the
listening tests took place in an acoustically treated profes-
sional listening room. The room measures 4.64 meters in
width by 6.75 meters long, with the ceiling at an approx-
imate height of 2.64 meters. A plan view of this room
is shown in Figure 8. The listener was centered on the
long axis of the room, which was necessary to keep the
loudspeakers away from the side walls. The loudspeaker
arrays were moved forward in the room, however, which
kept the listener away from the geometrical center of the
room. The loudspeaker locations were made to be within
about 1 centimeter with respect to the desired theoretical
locations. It is worth noting that small errors in the place-
ment of the loudspeakers (≈ 5−10 cm) results in a shift in

Figure 8: Listening room in which speaker array compar-
isons were made.

the tonal balance as well as a degradation of localization.
The loudspeakers used were JBL LSR25p powered

monitors, mounted on stands with the acoustical center
of the loudspeakers at 1.0 meter height, which is ear
height for a listener seated in the chair used in this test.
Eight nominally identical loudspeakers were drawn from
a group of thirteen speakers utilized in a previous listening
test. The frequency responses for the group of loudspeak-
ers are shown in Figure 9.

A typical room response for these loudspeakers in the
listening room is shown in Figure 10. This shows very
smooth response above 300 Hz. The room response below
300 Hz varied depending on the loudspeaker position.

The first listening tests compared the localization per-
formance of a square array to that of a rectangular array
with an aspect ratio of

√
3 : 1 (two 60◦ stereo setups back

to back), as shown in Figure 8.
Three decoder formulations were also generated for

each of the two layouts. These were a ‘velocity’ decoder
in which the original pressure and particle velocity are re-
covered exactly, an ‘energy’ decoder in which the energy
vector magnitude is maximized by offsetting the relative
gains of pressure and velocity by 3 dB, and a ‘shelf’ de-
coder in which the decoding conformed to the velocity
coefficients at low frequencies and the energy coefficients
at high frequencies, using the shelf filter described in Sec-
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Figure 9: Frequency response of loudspeakers used for
localization listening tests.

Figure 10: Room response of a single JBL LSR25p.

tion 2.7 creating the transition between the two regimes at
400 Hz.

The various decoder configurations were tested using
a file containing a single-sample impulse in W, then X,
then Y. Each impulse is separated in time one second. This
allows verification of gains and filter responses.

No attempt was made to make the tests blind or dou-
ble blind. Listeners were aware of the decoder type and
speaker array in use and free to listen as long as desired
and switch between them at any time. Listeners were also
free to move their heads and torsos, as well as move their
chairs if desired. The floor was marked with the exact
center of the array, so that the listener could return to the
correct position.

The following recordings were used:

• 700 Hz broad band noise panned continuously

around the array

• Voice announcements panned to the eight cardinal
directions.

• Three-piece folk music recording, with the musi-
cians arrayed around the microphone in all direc-
tions and relatively close to the microphone

• Classical string quartet recording in a fairly rever-
berant environment, recorded from approximately
2 meters away

• Classical chamber orchestra recording made
in a 1200-seat hall with very good acoustics
(RT60 = 2.2s at midband), recorded 4-meters back
and 2-meters above the conductor’s head.

• Two minutes of applause from the above recording

• Outdoor recording of fireworks, both close and dis-
tant

The test subjects were experienced, critical listeners, ac-
customed to the sound of live music as well as high-
quality audio reproduction systems. The subjects were
asked to listen for the following:

• Directional accuracy of localization in each direc-
tion

• Perspective of localization in each direction (in
head, near head, at speakers, beyond speakers)

• Compactness of the virtual images in each direction

• Static or dynamic “speaker detent” effects

• Overall tonal balance

• Changes in tonal balance with direction

• Reproduction artifacts, such as comb filtering ef-
fects with small head movements

• Stability of the above attributes when turning their
heads and moving over a 1 meter radius area around
the center

Listeners were also asked to describe their overall impres-
sions.

Each listener was able to select between either of
the two arrays with the three decoder configurations (six
choices) by a single mouse click, so that it was unneces-
sary to move one’s head while making comparisons. The
file comparison program also allows for looping, which is
useful for selecting a single small program segment to be
compared in the various configurations.

The second group of listening tests compared the lo-
calization performance of the 1.732 : 1 rectangular array
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to that of a hexagonal array. This particular aspect ratio
was chosen, in part, in the first tests because it could be
extended to a hexagon by the simple expedient of adding
two loudspeakers at the sides, and altering the patching
during the switching. The loudspeakers at the side came
within about 30 cm of the room boundaries, whereas the
front and rear loudspeakers were at least 1 meter away
from room boundaries. While it was desired to keep the
loudspeakers away from room boundaries to avoid adding
an additional variable, it was not possible to do this and si-
multaneously maintain the rectangular array for compar-
ison. It should be noted that the problem of fitting the
loudspeaker array into the listening room is one of the
principal reasons for investigating elongated arrays such
as the rectangular array.

4 DISCUSSION
In addition to the activities described earlier, listeners
were asked to state their overall preference–if they could
choose one speaker array and decoder for use in their
homes, which would it be?

The hexagonal array with shelf filter decoder was pre-
ferred above all other combinations when all the listen-
ing material was included in the test. When the listening
material was limited to frontal source plus ambiance, the
1.7 : 1 rectangular array with shelf filters was judged equal
to the hexagonal array. Poor side imaging combined with
a shift in tonal balance for sources directly ahead made the
square array the least preferred of the three configurations
tested.

Of the four decoder types tested–velocity, energy,
shelf, cardioid–the shelf filter decoder was preferred for
natural sources.

The cardioid and velocity decoders were least pre-
ferred. The velocity decoder produced comb-filtering au-
ral artifacts when the subjects moved their heads as well
as having the least stable side images. Some listeners
also reported uncomfortable in-head or near-head imag-
ing. This was more pronounced on recordings where the
instruments were close to the microphone.

The cardioid decoder produced stable imaging with
listener movement and no discernible combing artifacts,
but test subjects felt that it was too diffuse, and too re-
verberant with natural sources. On the chamber orches-
tra recording, one of the listeners, who is familiar with
the hall in which the recording was made, remarked that
it did indeed sound like the hall, but the perspective was
from much farther back in the hall, not the front where the
microphone was placed.

The energy decoder provides a balance between these
two extremes. Listeners judged that the reproduction
was more focused and less diffuse than the cardioid de-
coder, without introducing obvious phase combing arti-
facts present in the velocity decoder.

The shelf filter decoder was preferred, as noted above
because it dispensed with the in-head reproduction arti-
facts encountered with the velocity decoder, but retained
a more focused image for individual sound sources. As an
example, the recordings of the alto female voice sounded
less spread out in space with the shelf filter decoder, as
compared with the energy decoder.

We should note that the above are general impressions
and more weight has been given to natural recordings than
to the test signals. By and large, the test signals were used
to help illuminate the differences between the different de-
coders and layouts. In almost all cases certain test subjects
disagreed with the above rankings on specific source ma-
terial.

Some listeners also noticed an accommodation ef-
fect where after prolonged listening to the test signals,
the localization quality of all speaker arrays appeared to
worsen. For example, side sources were more strongly
drawn to the front speakers. This was especially notice-
able with sibilant speech sounds. After a brief break in
listening, the localization improved. This effect was more
apparent when listening to the panned test signals than
with natural sources. In particular, it was not observed
with the applause and fireworks recordings, which were
reproduced uniformly and without noticeable speaker-
detent effect.

More testing is needed with a wider variety of
sources–in particular studio recordings with sound source
placed all around the listener. Such recordings were not
available to the authors at the time the tests were per-
formed. However, we feel that we can recommend the
use of shelf filters for natural source material. Their use
provides specific improvements in the focus and perspec-
tive of the reproduced audio, with no discernible negative
artifacts. If shelf filters are not used, the energy decoder
provides the best balance between spatial accuracy and
audible artifacts with movement off the center. We also
note that with material with a frontal emphasis, the rect-
angular speaker array performs better than the square.

5 CONCLUSIONS
• Of the six decoders (square, rectangle) × (velocity,

energy, and shelf), all are noticeably different.

• The order of preference for decoders is for shelf fil-
ter, followed by the ‘energy’ decoder, followed by
the ‘velocity’ decoder.

• The order of preference for loudspeaker layouts
is hexagon, followed by rectangle, followed by
square.

• Changes in layout make significantly more differ-
ence than changes in decoder.
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• Neither the square array nor the rectangular array
gives a satisfactory impression of images to the
side. The hexagonal array does give a good impres-
sion of side images.

• For a square array, the localization quality of a
sound source is different for front vs. front diagonal
sound sources, despite the fact that the velocity and
energy calculations show isotropic behavior.

• For some program material, shelf filters supply a
focusing effect. This focusing effect has to do with
bringing various spectral components into the same
position.

• The test methodology works well, and something
similar is necessary to gather meaningful opinions
about differences between layouts or decoders.

• Sibilance is heard drawn to the front loudspeakers,
to whichever side the source is on.

• Layout/decoder ranking is program material depen-
dent.

The authors have found that the various decoder imple-
mentations recommended by Gerzon work well. The
strong frontal localization performance of rectangular ar-
rays has not been emphasized in previous publications and
deserves attention, especially for rooms that cannot ac-
commodate regular polygonal arrays.

6 FUTURE WORK
The test methodology used in this paper will be extended
to testing larger loudspeaker arrays, loudspeaker arrays
that are not regular, in the sense of having variable radius,
and to testing reproduction arrays with height.

Experiments will be conducted to test the effect of per-
turbation of the exact array loudspeaker locations. How
much error in speaker placement or speaker response can
be tolerated?

7 WEB SITE
The authors have created a website at http://www.ai.
sri.com/ajh/ambisonics where some of the the com-
puter programs, test signals, and other material used in
this work can be downloaded.
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A.1 GNU OCTAVE CODE LISTING

%%
% GNU OCTAVE code t o imp lemen t Fig 12 ”The
% Design Mathemat i c s ” o f M. A . Gerzon ,
% ” P r a c t i c a l Per iphony : The R e p r o d u c t i o n o f
% Ful l−Sphere Sound” P r e p r i n t 1571 ( A6 )
% 65 t h Audio E n g i n e e r i n g S o c i e t y Conven t ion ,
% 2 / 1 9 8 0 , London
%%
%% Aaron J . H e l l e r <h e l l e r @ a i . s r i . com>
%% L a s t up da t e : 2006−08−01 1 4 : 0 5 : 4 2 −0700
%%

f u n c t i o n r e t v a l = s p e a k e r m a t r i x ( p o s i t i o n s , k )
% SPEAKER MATRIX − compute s p e a k e r decode m a t r i x
% p o s i t i o n s are t h e XYZ p o s i t i o n s o f
% t h e s p e a k e r p a i r s , one s p e a k e r p a i r per
% row , i . e . , [1 1 1 ; 1 −1 −1] I f Z
% p o s i t i o n s o f s p e a k e r p a i r s are o m i t t e d ,
% i t does a h o r i z o n t a l decode ( o t h e r w i s e Z
% ga in i s i n f i n i t e ) .
%
% Re tu rn v a l u e s are t h e w e i g h t s f o r X , Y ,
% and Z as columns o f t h e m a t r i x .
%
% p o s i t i o n s : [ x 1 y 1 z 1 ;
% . . .
% x i y i z i ;
% . . .
% x n y n z n ]
%
% k : 1 => v e l o c i t y ,
% s q r t ( 1 / 2 ) => energy ,
% 1 / 2
=> c o n t r o l l e d o p p o s i t e s
%
% r e t v a l : a l p h a 1 . . . a l p h a i
. . . a l p h a n

% b e t a 1 . . . b e t a i
. . . b e t a i

% gamma 1 . . . gamma i
. . . gamma n

% where t h e s i g n a l f o r t h e i ’ t h s p e a k e r
% p a i r i s :
%
% S i = W +/− ( a l p h a i ∗X +
% b e t a i ∗Y +
% gamma i∗Z )
%
% Note : T h i s assumes s t a n d a r d B f o r m a t
% d e f i n i t i o n s f o r W, X , Y , and Z , i . e . , W
% i s s q r t ( 2 ) lower than X , Y , and Z .
%
% Example :
% oc tave > s p e a k e r m a t r i x ( [1 1 ; 1 −1] , 1 )
% ans =
%
% 1.0000 1 .0000

% 1.0000 −1.0000
%

% a l l o w e n t r y o f p o s i t i o n s as
% t r a n s p o s e f o r c o n v e n i e n c e
p o s i t i o n s = p o s i t i o n s ’ ;

% n = number o f s p e a k e r p a i r s
% m = number o f d imens ions ,
% 2= h o r i z o n t a l , 3= p e r i p h o n i c
[m, n ] = s i z e ( p o s i t i o n s ) ;

% s c a t t e r m a t r i x a c c u m u l a t o r
s = z e r o s (m,m) ;

% s p e a k e r d i r e c t i o n s m a t r i x
d i r e c t i o n s = z e r o s (m, n ) ;

f o r i = 1 : n

% g e t t h e i ’ t h s p e a k e r p o s i t i o n
pos = p o s i t i o n s ( : , i ) ;

% n o r m a l i z e t o g e t d i r e c t i o n c o s i n e s
d i r = pos / s q r t ( pos ’ ∗ pos ) ;

% form s c a t t e r m a t r i x and a c c u m u l a t e
s += d i r ∗ dir ’ ;

% form m a t r i x o f s p e a k e r d i r e c t i o n s
d i r e c t i o n s ( : , i ) = d i r ;

end

r e t v a l = s q r t ( 1 / 2 ) ∗ n ∗ k ∗ . . .
i n v e r s e ( s ) ∗ d i r e c t i o n s ;

e n d f u n c t i o n
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A.2 ADDITIONAL SPEAKER LAYOUTS

(a) (b)

(c)

Figure A.1: Additional loudspeaker array comparisons. (a) square and octagonal (b)
√

3 : 1 rectangle and regular
hexagon (c) square and regular hexagon. Comparisons of the first two arrays can be done with the current setup. The
third will require additional D/A channels.
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