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ABSTRACT 
A novel method for processing directional roam responses is pro- 
posed. Responses measured with a SoundField microphone or a 
comparable system are analyzed with an auditory resolution. From 
this data, loudspeaker responses for an arbitrary 2-D or 3-D sur- 
round sound reproduction system are synthesized. The processed 
responses yield a sharp and natural directional reproduction of the 
acoustics of a measured room. The methodology can also be ap- 
plied to low bitrate audio coding of surround sound. 

1. INTRODUCTION 

In the recent years multichannel loudspeaker reproduction systems 
have become increasingly common. A standard 5.1 setup is able 
to produce a surrounding sound field with good directional accu- 
racy especially in front of the listener. By adding more channels, 
the precision can be further enhanced, or the reproduction can be 
extended to 3-D. However. due to limitations of microphone tech- 
nology, no current recording systems can fully exploit such possi- 
bilities. 

In a typical recording scenario several spot microphones are 
placed close to sound sources to yield fairly "'dry" source signals 
with ideally no audible room effect. An artificial scene is then 
constructed by positioning these signals in desired directions us- 
ing, for instance, amplitude panning. Spatial impression is created 
by adding the signals of some microphones placed further away 
from the sources in the recording room, or with the help of special 
devices called reverberators. 

The use of reverberators offers the advantage of being able to 
record in a studio and still create the impression of a larger per- 
formance space. Traditiondlly, reverberators have utilized compu- 
tationally lighter algorithms to mimic the convolution of source 
signals with mom responses. In some recent devices it has also 
become possible to use actual measured room responses with real- 
time convolution. The problem is - as in surround sound record- 
ing - how to capture such responses so that the perceived spatial 
impression of the measured room or hall is accurately reproduced. 

In this paper a novel processing method for directional room 
responses is proposed. The required responses can he measured 
with commercial SoundField or Microflown systems, or with a 
suitable custom microphone " a y .  The method is able to provide 
multichannel impulse responses tailored for any surround loud- 
speaker system, resulting in a perceptually accurate reproduction 
of the measured m m  or hall within the limits of the chosen loud- 
speaker configuration. 

2. PROBLEMS WITH CONVENTIONAL TECHNIQUES 

Spatial audio or multichannel impulse responses have been typ- 
ically recorded using one microphone per loudspeaker. Several 
different microphone configurations' have been proposed. It has 
been shown that coincident microphone techniques are able to pro- 
duce sharpest virtual sources [ I ,  21. I n  coincident setups micro- 
phones should have orientations and directivities corresponding to 
the loudspeaker configuration, so that sound from any specific di- 
rection would only be picked up by few microphones. Using more 
loudspeakers requires thus narrower directional patterns. How- 
ever, with existing microphone technology, narrow enough broad 
band pattems cannot be achie\.ed. Consequently, the sound from 
any direction is always picked up by several microphones, which 
results in a blurred and colored reproduction due to the crosstalk 
between loudspeaker channels. 

Ambisonics 131 tries to solve the directivity problem employ- 
ing a spherical harmonic decomposition of the sound field. In 
theory it can accurately reproduce a directional sound field in a 
small sweet spot by the sympathetic operation of all loudspeakers. 
In practice. however, microphone technology limits the order and 
thus the directional resolution of Ambisonics, and the presence of 
the head of the listener further disrupts the ideal operation. Conse- 
quently, the technique reduces to using a set of virtual coincident 
microphones that can he adjusted during playback. The problems 
are also similar to those discussed in the previous paragraph. 

in an altemati\,e technique, noncoincident microphones are 
used, which are often said to create a bener feeling of "airiness" 
and "ambience". The reproduction is also less sensitive to the lo- 
cation of the listener. However, the directional accuracy is even 
low,er than what can he achieved with a coincide'nt microphone 
setup. In practice, recording engineers usually try to overcome the 
outlined problems by using their own ad hoc methods combining 
several different microphone techniques and the use of reverbera- 
tors. 

3. PSYCHOACOUSTICAL BACKGROUND 

As discussed previously, the current technology has shortcomings 
in the recording and reproduction of spatial sound. However, in 
order to reproduce the perceived spatial impression of an existing 
room or a hall, a perfect reconstmction of the physical soundtield 
is not necessary. Spatial hearing is to a large extent based on two 
frequency-dependent binaural cues: the interaural time difference 
(ITD) and the interaural level difference (ILD) 141. In a room, re- 
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flections from several different directions affect these cues. Con- 
sequently, they no longer suggest single sharply localizable sound 
sokces.  For any nonstationary source signal, the reflections also 
produce time-varying fluctuations in these binaural cues, which 
further contributes to the subjective spatial impression IS]. We as- 
sume that in order to reproduce the spatial sound of a room. it is 
adequate to create perceptually similar time-varying binaural cues 
in the ears of the listener. 

The limited resolution of human hearing has been studied ex- 
tensively for monaural conditions 161. The frequency resolution 
of binaural hearing appears to be equal to that of monaural hear- 
ing 17, 81, although slightly larger analysis bandwidths have been 
found for some test signals 191. This suggests that the monaurally 
derived ERB frequency resolution [ IO]  is also appropriate for the 
analysis and synthesis of binaural cues. Determining the time res- 
olution of binaural hearing is a little more complicated. A human 
listener is only capable of tracking in detail the spatial movements 
of sound sources corresponding to fluctuations of the ITD and ILD 
cues up to 2.4 and 3.1 Hz, respectively [ I I I. However, Grantham 
and Wightman 1121 obsen,ed that listeners were able to detect ITD 
fluctuations up to SO0 Hr, not based on mownent  but on percep- 
tual widening of the sound sources. In binaural masking studies 
the perception of changing lTDs has been found to resemble time 
averaging with a double sided exponential window. Reponed time 
constants for such a window range between 44-243 ms at differ- 
ent frequencies [ 131 and between 4W122 ms for different binaural 
masking signals at a single frequency 191. Thus, the cutoff fre- 
quency of the binaural integxdtor appears to be u,ell below 10 Hz, 
and faster changes in the binaural cues effectively correspond to a 
perception of a sound source occupying a larger area. 

A perceptually correct time-varying broadening seems to be 
difficult to analyze and reproduce with other methods than track- 
ing the changes in the binaural cues. Grantham and Wightman 
I 121 already confirmed this by reponing qualitati\,e differences in 
the perception of noise with fast ITD modulation and noise with 
a similar distribution of static ITD differences. In order to fully 
reproduce the spatial impression of a measured room or hall, our 
processing algorithm uses a time resolution higher than that of bin- 
aural hearing, combined with an analysis of the diffuseness of the 
sound field. Using a higher time resolution also seems correct in 
the light of the precedence effect [?I, since the directions of indi- 
vidually localizable events such as the direct sound and possible 
echos will then be sharply reproduced. 

4. DIRECTIONAL ANALYSIS 

Assuming that the binaural cues need to be reproduced wilhin the 
resolution of human hearing, methods for analyzing and synthesiz- 
ing them are needed. Using a multichannel loudspeaker system, an 
obvious synthesis method for sharply localizable sound events is 
to simply reproduce the corresponding sound as sharply a pos- 
sible from the correct direction. Conversely, broadened virtual 
sound sources related to diffuse time-frequency components can 
be created by reprnducing the sound simultaneously from several 
different directions close to each other 1141. 

The binaural cues are, of course, most easily analyzed from 
the signals measured in the ear canals of a dummy head. However, 
in order to synthesize them with the methods discussed, explicit 
knowledge of the cues is actually not needed. The necessary es- 
timates for the time-dependent direction of arrival and diffuseness 
can be more easily derived using microphone array techniques. In 

contrast to binaural analysis, such techniques also provide an even 
directional resolution, which’is important for a listener being able 
to face any direction during the reproduction. 

For directional analysis we have chosen to use the concept of 
sound intensity [IS]. Intensity is defined as the product of the par- 
ticle velocity vector and the sound pressure. The time average of 
the intensity Yector yields the so called active intensity represent- 
ing the net transport of sound energy. For a plane wave the magni- 
tude of the active intensity I ( t )  and the sound pressure p ( t )  have 
the relation 

. -  
where c i s  the speed of sound and po is the mean density of air. On 
the other hand, in an ideally diffuse sound field the active intensity 
would be zero irrespective of the sound pressure. Thus, the ratio of 
the sound pressure and the magnitude of the active intensity vector 
can be used to characterize the diffuseness of the sound field, while 
the direction of the vector gives an estimate for the angle of arrival 
of sound at each instant of time. 

An estimate for a component of the sound intensity in a sin- 
gle direction Can be derived from the signals of a closely spaced 
pair of omnidirectional microphones. In a Fourier transform based 
analysis scheme the frequency distribution of the active intensity 
in a time frame is given by 

where w is the angular frequency, j is the imaginary unit, and 
G,,,z is the single-sided cross-spectral density of the microphone 
signals 

Gpipz(u) = ~P;(w)P~(u) (3) 
where * denotes the complex conjugate and PI (U) and Pz(w) are 
the Fourier transforms of the microphone signals p , ( t )  and p z ( t ) ,  
respectively [IS]. The finite spacing and the nonideal transform 
characteristics of the microphones, however, pose limits on the us- 
able frequency range, which may need to be taken into account in  
the subsequent analysis. 

The most straightforward method to measure a 3-D intensity 
Yector is to use three orthogonally aligned concentric pairs of mi- 
crophones. To alleviate some of the frequency range problems we 
have utilized a special array of 12 small electret microphone c a p  
sules 1161. Sound intensity can also be estimated based on mea- 
surements with a SoundField microphone. Out of the B-format 
signals IV represents sound pressure, and the directional compo- 
nents X, Y, and Z are related to the panicle velocity in the corre- 
sponding coordinate directions. Ideally, the active intensity in the 
x-coordinate direction is given by 

where Gwx is the single-sided cross-spectral density of the U’ and 
S signals. Other directions are obtained similarly by substituting 
Y and Z for X in Eq. (4). In  order to get the best possible results, 
a careful analysis of the phase and magnitude relationships of the 
B-format signals would be needed. The independent equalization 
of the magnitude characteristics of W compared to .Y. Y, and Z 
in  a SoundField preamplifier 117, 181 might be a source for some 
systematic errors. 
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AzimuthB(r,f) - - - - - , 
Elevation p(i,f) 
Diffusenessyr(f,f) - - 1 - - - - - - - - - 

, directional analysis: , , 

Figure 1 :  Spatidbarion of rhe omnidirectional s i p a l  based on the .rr?loorhed direcrional analysis data. 

5. PROCESSING ALGORITHM 

The proposed processing algorithm estimates the angle of arrival 
and diffuseness of a measured directional room response at each 
critical frequency band, and uses this data to spatialize an omni- 
directional response. For the time-frequency processing we have 
adopted an F IT  based scheme common in audio coding applica- 

Several related implementational issues have been discussed 
in 120). The frequency domain processing results in time domain 
artifacts unless proper care is taken. The panning actually cone- 
sponds to deriving a filtered version of the omnidirectional signal 
for each loudspeaker. Time domain aliasing can be avoided by 
zero padding the analysis windows in the beginning and in the end 
before calculatine the FFT. The number of zeros should he meater 

lions. At high frequencies, data from several frequencybands are 
a!,eraged to form the directional estimates with a frequency reso- 
lution resembling that of the human hearing. Similar processing, 
including the analysis of the active intensity, could also he realized 
using an analysis-synthesis implementation of an auditory filter 
bank. However, Baumgarte and Faller 11 91 found the computation- 
ally more efficient FFT implementation to perform equally well i n  
their experiments uaith the Binaural Cue Coding (BCC) algorithm 
sharing some features with our processing scheme. Whether this 

- - 
than the lengrh of the impulse response of the corresponding filter. 

Finding an optimal time-frequency resolution is subject to fu- 
ture research. Based on informal listening tests we are currently 
using approximately 10 ms Ham windowed time frames. The 
amount of overlap of subsequent frames controls the amount of 
spatial smoothing as a function of time and should exceed the 50 W 
required for perfect reconstruction. Perhaps a signal dependent 
application of different m lengths, as typically used in audio 
codina (see ex. 1211). could Drovide even better results. Time 

lapping time frames. Processing of each time frame consists ofthe 
following steps: 

I. Calculate the FFT ofthe sound pressure signal. 
2. Calculate the frequency distribution of the acti\,e intensity. 
3. If reliable intensity date for the full frequency band cannot 

be derived, extrapolate low and/or high frequencies. 
4. Smooth the data with an ERB frequency resolution. 

5 .  Estimate the diffuseness of the sound field in the frequency 
domain, based on the ratio of the magnitudes of the sound 
pressure and the actiYe intensity vector. 

6. Based on the diffuseness estimate, spatialize each frequency 
bin of the unsmoothed sound pressure signal at: 

the direction of the intensity vector, 01 

several directions around the direction of the inten- 
sity vector within a spatial angle defined by the dif- 
fuseness estimate. 

7. Calculate the FFTs of the frequency domain loudspeaker 

The synthesis part of the algorithm is illustrated in Fig. I .  When 
combined, the processed time frames result in a perceptually re- 

signals resulting from the previous step. 

6. RESULTS AND FURTHER DISCUSSION 

The algorithm has not yet been formally evaluated. Hoee\'er, 
based on the comments of several experienced listeners we feel 
confident enou&h to claim that the processed responses yield a 
very natural spatial impression. In  informal listening tests the re- 
sults were compared to binaural and Ambisonics reproduction us- 
ing a 5 .  I and an &channel 3-D loudspeaker system. Spatialization 
was performed with the Vector Base Amplitude Panning (VBAP) 
algorithm 1221. The resulting spatial impression appeared to be 
very similar to that of the reference binaural headphone reproduc- 
tion but with better externalization. Compared to Ambisonics the 
resulting directional sound image was considered sharper and the 
listening area was wider. Funhermore, no noticahle coloration was 
perceived when the listeners moved out of the sweet spot. 

A distinct advantage of the proposed method is that in a cus- 
tom recording system only one studio quality omnidirectional mi- 
crophone is needed for capturing high quality impulse responses. 
The requirements for the other microphones are less strict, al- 
though a good match between the pairs used in the intensity mea- 
surement is desirable. Funhermore, the algorithm provides means 
for modifying the resulting soundfield. For example, the sound . .  

constructed multichannel room response suitable for  loudspeaker 
reproduction. For directional positioning of the frequency bins, 
any spatialization method can be used. Painvise (2-D) or triplet- 
wise (3-D) amplitude panning are natural candidates, since they 
result in a shalp reproduction of sound with a minimum number of 
loudspeakers. A binaural impulse response for headphone repro- 
duction can also be created with HRTF processing. 

arriving from below the horizontal plane can be remapped to the 
upper half sphere of a 3-D loudspeaker setup not having speakers 
below the ear level. Different directions can be weighted or ro- 
tated, and the time-frequency envelope of the reverberation can be 
adjusted. 

The analysis and recreation of diffuseness seems to be a very 
important feature. The implementation of it considerably increased 
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the naturalness of the reproduction and stabilized the sound image 
of diffuse reverberation. Without such processing some rotating 
movement could sometimes be perceived during the decay of a 
response of a large concert hall. It can be hypothesized that the 
auditory detection of movement is partly suppressed by the less 
clear localization cues resulting from the diffused frequency com- 
ponents. 

The proposed method works very well for impulse responses. 
The problem with applying it directly to recordings of continuous 
sound is that the analyzed and synthesized directional spreading 
within critical frequency bands is currently not natural enough, re- 
sulting in a signal dependent spatial impression. However, instead 

and application in sound reproduction,” in AES 19th Infer- 
national Conference, Schloss Elmau, Germany, 2001. 

161 B. C. J. Moore, An Inimduction ro rhe Psychology of Hear- 
ing, 4th ed. 

I71 A. Kohlrausch, “Auditory filter shape derived from binaural 
masking experiments:’ J. Acousr. Soc. Am., vol. 84, no. 2, pp. 
573-583, 1988. 

181 M. van der Hejden and C. Trahiotis, “Binaural detection as a 
function of interaural correlation and bandwidth of masking 
noise: Implications for estimates of speclral resolution,” J. 
Acousi. Soc.Anr, vol. 103,no. 3,pp. 1609-1614, 1998. 

London, U K  Academic Press, 1997. 

of trjing 11, pnrc\. rererherm rccrinlings. the merhoJi~lr~gy could 
be m m r x t i \ e  altemati\e fur telecanferencind3pplirstilinr uhere 

191 I. Holuhe. M. Klnkel. and B. K<,llmcler. “Bimural and 
mim~ural auditon filter bJnrluidrhs anJ time con~tanls in 

complete transparency is not required. One microphone system 
would then be enough to track talkers in any direction in a con- 
ference mom, and the sound could be vansfered as a mono signal 
and side information to another conference room, as is done in the 
BCC I19.201. 

7. CONCLUSIONS 

A perceptually-based processing algorithm for directional room 
responses has been proposed. The algorithm analyzes the direc- 
tion of arrival and diffuseness of the soundfield with a critical fre- 
quency band resolution within time frames. The resulting data 
is then used to spatialize an omnidirectional room response. Re- 
sponses can be processed for reproduction with an arbitrary 2-D or 
3-D surround loudspeaker system. The synthesis results in a natu- 
rdl reconstruction of the perceived spatial attributes of a measured 
room or a hall, and the directional accuracy of the reproduction 
is not limited by microphone technology but by the loudspeaker 
configuration. 
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